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Abstract

Modern processors provide enhanced performance with reduced power, size and cost in average case
and are becoming mainstream in almost all application domains including real-time embedded
systems. However, the use of modern computing platforms in hard real-time systems, i.e., systems with
stringent timing requirements, is still under scrutiny of the real-time systems community due to their
unpredictable nature. This is mainly due to resources such as, caches and the memory bus that are
shared among several tasks executing on the processor. As tasks can run concurrently on the
processor, consequently, simultaneous use of any of these shared resources can result in inter-task
resource contention which can significantly affect the timing behavior of the executing tasks. To safely
conclude that any task executing on the platform may or may not fulfill its timing requirements, it is
essential to first compute accurate bounds on the shared resource contention that may be experienced
by that task.

The main objective of this dissertation is to provide software-based solutions that can be used to
accurately quantify the shared resource contention between tasks due to two main resources, i.e.,
caches and the memory bus.

We start by identifying the pessimism in the existing analysis that focus on bounding intertask cache
contention for direct-mapped caches. We show that this pessimism mainly comes from a unidirectional
focus on the negative perspective of caches, i.e., derived from a preempting task invalidating cache
lines useful to the preempted task, thereby extending a preempted task’s execution time. In contrast,
we identify a different positive perspective of caches, i.e., cache persistence, which refers to the re-use
of cache content between different job executions of a task, leading to a tighter bound on the total
memory access demand of the task. We propose a new preciser analysis that accounts for both the
negative and the positive perspective of caches when computing inter-task cache contention, and
results in significantly improving task’s schedulability.

We then extend our analysis to set-associative caches and show that the previously developed analysis
for direct-mapped caches cannot be used as is for set-associative. We present several different
approaches to bound inter-task contention considering set-associative caches. Our analysis accurately
determines cache blocks that may suffer additional cache reloads due to inter-task cache conflicts even
in the presence of cache persistence and eliminates substantial pessimism with respect to former
analyses.

We highlight additional challenges that stem from analyzing inter-task cache conflicts in the presence of
a cache hierarchy and propose an analysis to bound inter-task cache contention considering multilevel
caches. We identify the sources of overestimation in a preceding analysis that focus on bounding inter-
task contention for multilevel caches and propose solutions to minimize that overestimation.

Finally, we present a holistic analysis that considers the interdependence between cache contention
and memory bus contention and evaluate their cumulative impact on the timing requirements of tasks.
We show that the analysis that tightly bounds the inter-task cache contention may also result in
significantly reducing the memory bus contention suffered by the tasks, thereby, improving
schedulability.
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To my mother,
And for whom do we achieve extraordinary feats in our lives if not for our mothers?



Abstract

Modern processors provide enhanced performance with reduced power, size and cost in average
case and are becoming mainstream in almost all application domains including real-time embed-
ded systems. However, the use of modern computing platforms in hard real-time systems, i.e.,
systems with stringent timing requirements, is still under scrutiny of the real-time systems com-
munity due to their unpredictable nature. This is mainly due to resources such as, caches and the
memory bus that are shared among several tasks executing on the processor. As tasks can run con-
currently on the processor, consequently, simultaneous use of any of these shared resources can
result in inter-task resource contention which can significantly affect the timing behavior of the
executing tasks. To safely conclude that any task executing on the platform may or may not fulfill
its timing requirements, it is essential to first compute accurate bounds on the shared resource
contention that may be experienced by that task.

The main objective of this dissertation is to provide software based solutions that can be used
to accurately quantify the shared resource contention between tasks due to two main resources,
i.e., caches and the memory bus.

We start by identifying the pessimism in the existing analysis that focus on bounding inter-
task cache contention for direct-mapped caches. We show that this pessimism mainly comes
from a unidirectional focus on the negative perspective of caches, i.e., derived from a preempting
task invalidating cache lines useful to the preempted task, thereby extending a preempted task’s
execution time. In contrast, we identify a different positive perspective of caches, i.e., cache
persistence, which refers to the re-use of cache content between different job executions of a task,
leading to a tighter bound on the total memory access demand of the task. We propose a new
preciser analysis that accounts for both the negative and the positive perspective of caches when
computing inter-task cache contention, and results in significantly improving task’s schedulability.

We then extend our analysis to set-associative caches and show that the previously developed
analysis for direct-mapped caches can not be used as is for set-associative. We present several
different approaches to bound inter-task contention considering set-associative caches. Our anal-
ysis accurately determines cache blocks that may suffer additional cache reloads due to inter-task
cache conflicts even in the presence of cache persistence and eliminates substantial pessimism
with respect to former analyses.

We highlight additional challenges that stem from analyzing inter-task cache conflicts in the
presence of a cache hierarchy and propose an analysis to bound inter-task cache contention con-
sidering multilevel caches. We identify the sources of overestimation in a preceding analysis that
focus on bounding inter-task contention for multilevel caches and propose solutions to minimize
that overestimation.

Finally, we present a holistic analysis that considers the interdependence between cache con-
tention and memory bus contention and evaluate their cumulative impact on the timing require-
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ments of tasks. We show that the analysis that tightly bounds the inter-task cache contention may
also result in significantly reducing the memory bus contention suffered by the tasks, thereby,
improving schedulability.

Keywords: Hard real-time systems, Shared resources, Cache Contention, Bus contention,
Timing analysis.



Resumo

Processadores modernos, em geral, fornecem desempenho aprimorado com energia, tamanho, e
custo reduzidos, e estdo a se tornar comuns em quase todos os dominios de aplicacdo, incluindo
sistemas embarcados em tempo real. No entanto, o uso de plataformas de computacdo modernas
em sistemas de tempo real rigidos, ou seja, sistemas com requisitos temporais rigorosos, ainda
estd sob escrutinio da comunidade de sistemas de tempo real devido a sua natureza imprevisivel.
Isso se deve principalmente a recursos como memdrias caches e o barramento de memoria que
sdo compartilhados entre vdrias tarefas em execug@o no processador. Como as tarefas podem
ser executadas simultaneamente no processador, consequentemente, o uso simultaneo de qualquer
um desses recursos compartilhados pode resultar em contengdo de recursos entre tarefas, o que
pode afetar significativamente o comportamento de temporizacio das tarefas em execugdo. Para
concluir com seguranca que qualquer tarefa em execucdo na plataforma pode ou ndo cumprir
seus requisitos de tempo, € essencial primeiro calcular limites precisos na contencio de recursos
compartilhados que pode ser experimentada por essa tarefa.

O principal objetivo desta dissertacdo é fornecer solucdes baseadas em programas que pos-
sam ser usadas para quantificar com precisdo a conten¢do de recursos compartilhados entre
tarefas devido a dois recursos principais, caches e o barramento de memdria.

Comecamos por identificar o pessimismo nas andlises existente que se concentram na lim-
itacdo da contencdo de cache entre tarefas para caches mapeados diretamente. Mostramos que
esse pessimismo vem principalmente de um foco unidirecional na perspectiva negativa de caches,
ou seja, derivado de uma tarefa preemptiva invalidando linhas de cache tteis para a tarefa in-
terrompida, estendendo assim o tempo de execucdo de uma tarefa interrompida. Em contraste,
identificamos uma outra perspectiva positiva de caches, chamada de persisténcia de cache, que se
refere a reutilizacdo do contetido do cache entre diferentes execugdes de trabalho de uma tarefa,
levando a um limite mais rigido na demanda total de acesso a memoria da tarefa. Propomos uma
nova andlise mais precisa que leva em conta as perspectivas negativa e positiva dos caches ao cal-
cular a conten¢do de cache entre as tarefas e resulta em uma melhora significativa na capacidade
de escalonamento da tarefa.

Em seguida, estendemos nossa andlise para memorias-caches de conjuntos associativos e
mostramos que a anélise desenvolvida anteriormente para memdrias cache diretamente mapeadas
ndo pode ser usada da mesma maneira para conjuntos associativos. Apresentamos véarias aborda-
gens diferentes para limitar a contengdo entre tarefas, considerando memorias cache de conjunto
associativo. Nossa andlise determina, com precisdo, os blocos de cache que podem sofrer recar-
regamentos de cache adicionais devido a conflitos de cache entre tarefas, mesmo na presencga de
persisténcia de cache, e elimina o pessimismo substancial em relacdo as andlises anteriores.

Destacamos desafios adicionais que resultam da anélise de conflitos de cache entre tarefas na
presenca de uma hierarquia de cache e propomos uma andlise para limitar a contencdo de cache
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entre tarefas considerando caches multinivel. Identificamos as fontes de superestimacdo em uma
analise anterior que enfoca a contencéo de limites entre tarefas para caches multinivel e propomos
solugdes para minimizar essa superestimacao.

Finalmente, apresentamos uma andlise holistica que considera a interdependéncia entre a con-
tengdo do cache e a contengdo do barramento de memdria e avaliamos seu impacto cumulativo nos
requisitos de temporizacao das tarefas. Mostramos que a andlise que limita fortemente a contengdo
do cache entre tarefas também pode resultar na reducido significativa da contencdo do barramento
de memoria sofrida pelas tarefas, resultando assim em uma melhora na escalonabilidade.
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Chapter 1

Introduction

In recent years, embedded systems have become an integral part of our everyday lives. These
systems interact with the environment and perform a set of dedicated operations. An embedded
system can be formally defined as a system composed of hardware, software and/or mechanical
components to perform a dedicated function or a range of functions (Kamal, 2011). These dedi-
cated functions vary from a simple task of toasting a slice of bread to an air traffic control system
that involves numerous workstations, networks and radar sites. Nowadays, the use of embedded
systems span across several domains including consumer electronics, medical equipment, avion-

ics, automotive industry, banking, and defense industry etc.

An embedded system is different from a general purpose computer system that is designed
to satisfy a variety of end-user requirements. A general purpose computer is usually designed to
make the average case faster and is end-user configurable, whereas, the set of operations to be
performed by an embedded system are usually known a priori at design time. In this sense, an
embedded system is custom-made for a specific application and is subjected to concerns regarding

functional and non-functional requirements of that application.

The primary requirement of an embedded system is to correctly perform a desired function-
ality. However, there are embedded systems that have an additional constraint of temporal cor-
rectness to be met on top of the functional requirements of the system. In the scientific literature,
this kind of systems are refereed to as Real-Time Embedded Systems (RTES) or simply Real-Time
Systems (RTS). Real-time systems are defined as systems in which the correctness of the system
behavior depends not only on the logical result of the computation, but also on the time at which
the results are produced (Stankovic, 1988). Applications of RTS can be found in many indus-
trial domains where timeliness is important. For example, an airbag controller system in a car
is not only responsible to decide whether or not to inflate the airbags, but also to ensure that the
airbags will be inflated in a timely manner, i.e., before causing an injury to the driver. Similarly, in
airplanes the flight control system is responsible for a timely compensation of all external distur-
bances that may affect a stable flight operation (Davis et al., 2018a; Baufreton et al., 2020). Many
other examples of RTS can be found in space, transportation and control industry (Cecere et al.,
2016; Koo and Kim, 2018).
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Functionalities of a RTS are managed by a set of entities called processes or fasks. Each task
has a timing constraint associated to it which represents the time before which that task must
perform its assigned operations. As timing behavior is one of the most important property of a
RTS, ensuring timing correctness for every task in the system is of utmost importance in order to
prove the timing correctness of the complete system. However, due to the massive technological
advancements, tasks are often executed on complex performance oriented software and hardware
architectures. These modern software/hardware platforms often produce significant performance
improvements but at the cost of an increased complexity of tracing and analyzing the system. For
example, the use of cache memories significantly improve the performance of modern processors
however, in systems with cache memories, the completion time of tasks may vary depending on the
availability of content in the cache. Therefore, to ensure that a task satisfies its specified timing
requirements it is important to analyze the behavior of all software/hardware components, e.g.,
caches, pipelines, interconnects, main memory and I/O devices, that can impact the execution of
that task.

Indeed, analyzing the temporal behavior of all these performance oriented software/hardware
components is every challenging due to very brief design documentation provided by the hard-
ware vendors. The analysis complexity is even more amplified in multi-tasking systems where
different tasks executing on the platform may share resources such as cache, main memory, I/O
devices and interconnects. As a result, the temporal behavior of tasks is significantly affected due
to contention in accessing the shared resources. It has been identified in (Authority, 2016) that
sharing of resources, such as caches and interconnect (i.e., usually a bus) among tasks executing
on a modern processing unit makes the temporal and functional behavior of the system highly
complex and interdependent. This highlights the need of an analysis framework that provides a
holistic solution by considering the impact of shared resource contention on the timing behavior
of applications comprising a RTS. The analysis should also provide both safe and precise bounds
on the shared resource contention that may be experienced by all tasks in the system in order to

accurately conclude that the overall system may or may not fulfill its timing requirements.

A safe bound on the shared resource contention means that the values returned by the analysis
will always be larger than or equal to the shared resource contention that may occur at run-time
under any possible scenario. While a precise bound is the one whose values are as close as possible
to the actual shared resource contention that may be experienced at run-time. Unfortunately, most
of the existing works in literature that focus on bounding the shared resource contention prioritize
the safety aspect and often lead to the situation where the conclusion of the analysis is that the
system does not comply with its timing requirements, while in reality it indeed does. For exam-
ple, in systems where tasks are scheduled preemptively, i.e., task’s execution can be temporarily
interrupted, shared resources such as cache memory is viewed from an exclusively negative per-
spective, i.e., derived from a preempting task invalidating cache lines useful to the preempted task,
thereby extending a preempted task’s execution time. This increase in the execution time of the
preempted task is due to the inter-task cache interference suffered by the preempted task due to

cache conflicts with the preempting task and is often referred to as cache related preemption delay
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(CPRD). Several works have been proposed in literature (Lv et al., 2015; Maiza et al., 2019) that
account for CRPDs when analyzing systems that use preemptive task scheduling. However, a dif-
ferent positive perspective of cache memory is often overlooked in the existing literature, which
refers to the cache re-use between different job executions of a task. For example, considering
multiple jobs of a particular task; the next job of the task can benefit from the presence in cache of
memory blocks that were loaded by a previous job of the same task and that have remained in the
cache until the next job executes and can make use of those blocks. Analysis of cache re-use can
be used to significantly reduce pessimism in the computation of inter-task cache interference from
multiple jobs of a preempting task that can execute during the response time of the preempted task.

Another important problem that has not been fully addressed in the existing analysis on shared
resource contention is to consider the dependency between the behavior of different shared re-
sources. For example, most of the existing works in the state-of-the-art that focus on bounding
contention due to shared interconnects (or memory bus) are based on the assumption of non-shared
caches (Dasari et al., 2011a, 2016) or consider a fix number of memory bus requests (Schliecker
and Ernst, 2011; Kim et al., 2014, 2016) that can be generated by a task during its execution.
Both these approaches can lead to pessimistic/optimistic bounds considering the fact that the ac-
tual number of main memory (or bus) requests of tasks depend on the cache misses suffered by
the tasks which, in turn, depends on the inter-task cache interference experienced by tasks during
their executions. Therefore, to effectively bound memory bus contention, it is important to de-
velop holistic timing analysis techniques that consider the interference caused by both caches and
memory bus and evaluate their cumulative impact on the timing properties of tasks.

Building on the above observations, the high-level goal of this thesis is to provide solutions
that can be used to accurately quantify the shared resource contention between tasks due to two

main resources, i.e., caches and the memory bus.

1.1 Contributions of this Thesis

In support of this thesis, the following contributions are made.

* Accurately quantify inter-task cache interference for direct-mapped caches
We identify substantial pessimism in the existing analysis that focus on bounding inter-task
cache interference for direct-mapped caches. This pessimism mainly comes from a unidi-
rectional focus on the negative perspective of caches, i.e., CRPD. We propose a new preciser
model that accounts for both the negative perspective, i.e., CRPDs, and the positive perspec-
tive of caches, i.e., cache persistence, when computing the inter-task cache interference of
tasks. Cache persistence refers to the re-use of cache content between different jobs of the
same task. This allows to capture re-usable cache blocks between different job executions
and neutralizes the negative impact of CRPDs in systems that allow preemptive task exe-
cutions. We prove the correctness of this new model and propose a static program analysis

to derive the parameters required by the analysis. Furthermore, we also show how to in-
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corporate bounds on the total inter-task cache interference in the schedulability analysis for

fixed-priority preemptive systems (FPPS).

* Accurately quantify inter-task cache interference considering set-associative caches
We improve the bounds on inter-task cache interference for set-associative caches by adapt-
ing the notion of cache persistence to set-associative caches. First, we show that the previ-
ously developed analysis for direct-mapped caches can not be used as is for set-associative
caches and may lead to optimistic results. We then present a new analysis that accurately
determines cache blocks that may suffer additional cache reloads due to preemptions even
in the presence of cache persistence. We also provide an overview of the static program
analysis techniques that are used to derive the parameters needed to adapt persistence-aware

cache contention analysis to set-associative caches.

* Bounding inter-task cache interference for multilevel caches
We show that the literature on the computation of inter-task cache contention for multilevel
caches is relatively scarce due to the additional challenges that stem from analyzing inter-
task cache conflicts at different cache levels. Few existing analysis that focus on bounding
inter-task contention for multilevel caches are very pessimistic as they overestimate the
number of times cache blocks can be evicted from a particular cache level and therefore
needed to be reloaded from the main memory. We improve on the existing analysis by
accurately determining which cache blocks can be impacted due to inter-task conflicts at a
particular cache level and how many times these cache blocks can be evicted and reloaded
from the main memory. We also prove the correctness of the new analysis and provide a

static analysis approach to obtain parameters needed by the analysis.

* Cache interference-aware memory bus contention analysis
We present a holistic overview of the relationship between inter-task cache contention and
the memory bus contention suffered by the tasks. We show that the memory bus contention
that can be suffered by a task during its execution strongly depends on the number of cache
misses suffered by that task, which, in turn, depends on the inter-task cache interference
experienced by the task. Evaluations show that the analysis that tightly bound the inter-
task cache contention also results in a more accurate bound on the memory bus contention

suffered by tasks, which results in improving schedulability.

1.2 Thesis Structure

The thesis is organized as follows: Chapter 2 provides the necessary background needed for the
understanding of this thesis. The related work presented in Chapter 3 briefly explains the existing
approaches in the state-of-the-art that are in-line with the problems addressed in this dissertation.
The main contribution of the thesis are then divided into three parts.

Part I focus on the analysis of inter-task cache contention for single-level direct-mapped caches

and comprises Chapter 4, 5 and 6. In Chapter 4, we formally introduce the notion of cache per-
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sistence and use it to compute a tighter bound on the inter-task cache interference for single-level
direct mapped caches. The key focus of Chapter 5 is to integrate the computation of CRPD with
the computation of persistence related cache overheads. The integrated analysis provides a tighter
bound on the total inter-task cache interference in comparison to the analysis in Chapter 4. In
Chapter 6, we evaluate the impact of memory layout of tasks on inter-task cache interference and
on schedulability.

Part II comprises Chapter 7 and 8 and focus on the analysis of inter-task cache interference
considering single-level and multilevel set-associative caches. Chapter 7 provides solutions that
analyze the impact of cache persistence on the schedulability of tasks considering set-associative
caches and presents different approaches to compute persistence related cache overheads for set-
associative caches. In Chapter 8, we present the CRPD analysis for multilevel caches that provides
a tighter bound than the existing analysis in the state-of-the-art.

In Part III we present a holistic overview of the shared resource contention in modern com-
puting platforms by focusing on the relationship between cache contention and memory bus con-
tention. It comprises Chapter 9 that evaluates how inter-task cache interference can impact the
contention due to sharing of memory bus in modern processors and what is their cuamulative affect
on schedulability. Finally, Chapter 10 concludes this thesis by providing some future research

directions.



Chapter 2

Theoretical Background

2.1 Real-Time Systems

Real-time systems fall into the category of embedded systems in which ensuring timing correct-
ness of the system is of utter importance. A real-time system runs several real-time processes that
are triggered in a sporadic/aperiodic fashion. A real-time process is a software entity that is exe-
cuted by the processing unit in a parallel/sequential fashion and has a timing constraint associated
to it (Buttazzo, 2011). This constraint on the timing is commonly known as the deadline, which
represents the time before which a process should complete its execution to not cause any damage
to the system (Buttazzo, 2011). It is important to note that in this thesis, the term zask is used as
synonym of process.

Depending on the consequences of a missed deadline, real-time systems are broadly catego-

rized in the following two categories:

* Hard Real-Time systems (HRTS) : Hard Real-Time systems are the class of RTS in which
missing the deadline may cause catastrophic consequences on the system under control,
surrounding environment or people. In HRT systems, the results obtained after a given time
interval (or deadline) are considered useless. One such example can be the air-bag control
unit (ACU) in modern cars. In case of an accident, the ACU must be able to inflate the air
bags within 60-80 milliseconds, otherwise the persons inside the car are at a risk of an injury

which can be severe.

* Soft Real-Time systems (SRTS) : In contrast to HRT systems, in soft real-time system,
missing a deadline might still have some utility for the system, although causing a perfor-
mance degradation. In SRT systems, missing a deadline does not have dire consequences.
For example, a degradation in the quality of the on-line audio/video streaming applications

is annoying but not life threatening.

This work focuses on HRT systems.
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2.2 Basic Organization of a Real-Time System

A basic RTS is composed of three main components, i.e., applications, software module to run the
applications ( i.e., a real-time operating system (RTOS) ) and the underlying hardware platform.
In the context of this work, we briefly discuss the basic functionality of the components involved
in the design of RTSs.

Applications

Real-Time Operating System
(RTOS)

Hardware Platform

Figure 2.1: Different components of a Real-time system

2.2.1 Applications

Real-Time applications are an abstract representation of the workload used while analyzing a
real-time system. The functionality of a RT application is usually modeled as a collections of
finite, simple and repetitive abstract entities called real-time tasks (Baruah and Goossens, 2004).
These real-time tasks are recurrent in nature where each instance of the task is called a job. All
jobs related to a particular task are semantically related and represents a basic unit of work that
executes on the physical hardware platform (Liu). In the context of this thesis, the functionality
of a RT application is represented as a set I of n tasks called a task set, i.e., I = {11, 72,..., Tn }.
Depending on the frequency with which a task releases its jobs, it can be categorized into the

following three types:

* Periodic Task: A task is periodic if it releases its jobs periodically, i.e., the time interval
between different jobs of the task is constant. The fixed time between two consecutive job

releases of the task is called the period of the task.

» Sporadic Task: A task that releases its jobs at some arbitrary time instant however, con-
secutive jobs of the task are separated by a minimum inter-arrival time is called a sporadic
task.

» Aperiodic Task: An aperiodic task can release its jobs at any arbitrary time instant and their

activations are not regularly interleaved.
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In this work, we focus on sporadic tasks.

Any real-time task 7; € I' can be formally defined by several parameters that can be static, i.e., set
before executing the task and do not change during run-time of the system, or dynamic, i.e., task
parameters that may change during the execution of the task. In the context of this work, general

parameters used to define a task 7; are:

* C;: Worst-case execution time (WCET) — The maximum amount of time required by any

instance or job of task 7; to complete its execution without any interruptions.

o Ti: Minimum inter-arrival time or period — The minimum inter-arrival time between two

consecutive instances or jobs of task ;.

* D;: Deadline — The time before which task 7; should be completed in order to avoid any

damage to the system.

* U;: Utilization — Utilization of a task is defined as the fraction of the processor time required
by the task. Utilization U; of a task 7; is given by U; = C;/T;.

* R;: Worst-case response time (WCRT) — The maximum value of the difference between the

arrival time and completion time amongst all instances or jobs released by task 7;.

It is important to note that deadlines are relative to the nature of the application. For example, the
air-bag control application installed in a car might have a relative deadline of 60-80 milliseconds
to inflate the air-bags, whereas a room temperature monitoring application can have a relative
deadline of a few seconds to change the temperature on the HVAC thermostat. Depending on the
relation between the deadline D; and period of a task 7;, 7; can be categorized into following three

classes:

* Implicit deadline task: The deadline of a task 7; is equal to the minimum inter-arrival time

between two jobs of 7;, i.e., D; = T;.

* Constrained deadline task: The deadline of a task 7; is less than or equal to the minimum

inter-arrival time between two jobs of 7;, i.e., D; < T;.

* Arbitrary deadline task: The deadline of a task 7; can be less than, equal to, or greater

than the minimum inter-arrival time between two jobs of task ;.

In this work, we focus on tasks with constrained deadlines.

A RT application usually consists of one or more RT tasks working together to achieve a certain
functionality. However, these tasks can have precedence constraints and data dependencies be-
tween them. For example, in the air-bag control application, a sensor data acquisition task must
always be executed before the inflate air bags task in order to have the most recent value of the

intensity of the impact in case of an accident. Similarly, depending on the nature of the application
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different tasks can have different precedence constraints or data dependencies. However, in this
work, we only focus on independent tasks, i.e., tasks that can be executed without ensuring any
precedent constraints. Also, these tasks do not depend on the outcome of any other task in order

to initiate their execution.

In this work, we only focus on independent tasks.

2.2.2 Real-Time Operating System (RTOS)

In general, an operating system (OS) performs basic operations such as memory management,
process scheduling, inter-process communication and Input/Output management and a RT oper-
ating system (RTOS) is no different. However, the most important functionality of a RTOS is to
provide reliability and predictability in the system. Reliability refers to the ability of the system to
perform its required functions under stated conditions for a specified period of time (Deck, 1998).
Whereas, predictability means the ability of the system to guarantee the timing properties at design
time. Few examples of RTOS include RTEMS, VxWorks and PikeOS.

As discussed earlier a RTOS can perform many functionalities, however, in this section we
limit our discussion to task management or scheduling function of the RTOS.

Every RT task needs to use the hardware platform at some point in time to achieve its de-
sired functionality, which is mainly performed by requesting some execution resources from the
processing element (i.e., processor) present at the hardware level. When a single processor has
to execute a set of tasks that can overlap in time, the RTOS has to allocate the processor to each
task based on a predefined criteria. This functionality is achieved by a specialized service of the
operating system kernel called the scheduler. Scheduler is responsible for deciding which task (or
job of the task) should be executing at any particular time and the set of rules that determine the
order in which tasks are executed on the processor is called a scheduling algorithm. Scheduling
algorithms can be categorized into many classes based on different factors, i.e., off-line or on-line,
preemptive or non-preemptive, static or dynamics etc. However, in this thesis we primarily focus
on the priority driven scheduling algorithms.

When using priority driven scheduling algorithms tasks/jobs are executed based on their priori-
ties. These priorities can be assigned to tasks or jobs based on different criterion such as deadlines,
arrival rate, execution time and laxity etc. Priority driven scheduling algorithms can be further di-

vided into following categories:

* Fixed Task Priority (FTP): As the name suggests, in fixed task priority scheduling algo-
rithms, priorities are assigned to tasks and the priority of all instances of a task (i.e., all its
jobs) is the same and remains fixed throughout the execution of the task. Prominent exam-
ples of FTP based scheduling algorithms are Rate-Monotonic (RR) (Liu and Layland, 1973)
and Deadline-Monotonic(DM) (Leung and Whitehead, 1982) algorithms.

* Fixed Job Priority (FJP): In this category, priorities are assigned to jobs rather than tasks,
meaning that different jobs of the same task may execute on the processor with different
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priorities. However, the priority of a job does not change between its release time and dead-
line. Examples of such algorithms include Earliest-Deadline First (EDF) (Liu and Layland,
1973), Earliest Deadline Deferrable Portion (EDDP) (Kato and Yamasaki, 2008) and EDF
with C = D (Burns et al., 2012).

* Dynamic Job Priority (DJP): In dynamic job priority based scheduling algorithms, prior-
ity of a job can change dynamically at any instant during its execution. Least-laxity first
(LLF) (Mok, 1983) is an example of DJP based scheduling algorithms. In LLF, priority of
a job depends on the job’s laxity (its deadline minus its remaining execution time). A job

with the minimum laxity is allocated the highest priority and vice versa.

This work focuses on priority based scheduling algorithms and in particular

use fixed task priority based algorithms such as RM and DM.

Independent of the priority assignment used, a scheduler can either be preemptive or non-preemptive.
In preemptive schedulers, a preemption occurs when the execution of a job on a processor is sus-
pended in order to execute another higher priority job. Whereas, non-preemptive schedulers allow
a job to complete its execution once started without any interruption. In preemptive scheduling,
the process of preempting the job of one task and activating the other involves a switch of the
job execution context potentially inducing an extra overhead as the preempted job has to save its
status to resume its execution later in time. In literature, this overhead is usually referred to as the
preemption overhead. Several techniques have been introduced in literature to effectively bound
preemption overheads and consider their affect when analyzing the system. Some prominent ap-

proaches presented in this context will be discussed later in Chapter 3.

This work focuses only on preemptive schedulers.

2.2.3 Hardware Platform

A hardware platform is a set of physical components on which a RT application executes to achieve
its desired functionality. In RTS, a basic hardware platform typically consists of a processing
unit or processor (to perform computations), memories (main memory and caches to load/store
instructions/data), I/O devices (to perform input/output operations) and an interconnect or system
bus (to transfer instructions/data between processor and the main memory). Below we briefly
explain the functionality of hardware components that are most relevant in the context of this

thesis.

2.2.3.1 Processors

The Central Processing Unit (CPU) or processor is the main electronic circuitry within a system
that executes instructions that make up a RT task. It performs basic arithmetic, logic, controlling,
and input/output (I/O) operations specified by tasks executing on the processor. A single-core

processor has only one on-chip CPU or processing core and is capable of executing only a single
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task at a time. A multi-core processor (MCP) is an integrated circuit with a set of independent
processors (or cores) fabricated on a single chip. Typically, a MCP can have two to eight cores on
a chip and is capable of executing multiple tasks in parallel.

On a MCP, the scheduler can schedule tasks on any of the available processors. Efficiently
scheduling tasks on a MCP is complex in comparison to scheduling them on a single processor
since different jobs of a task can be scheduled to execute on any one of the available processors.
This phenomenon of suspending the execution of a job from one processor and later resuming it
on another processor is called migration. Based on whether migration is allowed or not multi-

processor scheduling algorithms can be broadly categorized into three main classes.

* Global Scheduling Algorithms: In global scheduling, tasks/jobs are allowed to migrate
from one processor to another. All tasks within the system are maintained in a single global
ready queue and m high priority tasks in the ready queue are allocated to the m available
processors. Task assignment to processors is not static and hence, a task may start its ex-
ecution on one processor but as a result of preemptions may later resume its execution on

another processor.

* Partitioned Scheduling Algorithms: In partitioned scheduling migrations are not allowed.
A given task-set is distributed among the processors based on some criterion, e.g., first-
fit, best-fit, next-fit etc. This task to processor assignment is static and tasks/jobs can only
execute on the assigned processors. In partition scheduling, the most important phase is task
to processor mapping and once the mapping is done any uniprocessor scheduling algorithm

can be used to schedule tasks on individual processors.

* Semi-partitioned Scheduling Algorithms: Semi-partitioned scheduling algorithms are a
combination of global and partitioned scheduling approaches. At first, some tasks from a
given task-set are assigned to specific processors and are not allowed to migrate. Remaining
tasks (those that can not be mapped to a specific processor) are split between processors
effectively allowing them to migrate from one processor to another. Detailed survey on

multi-processor scheduling algorithms can be found in (Davis and Burns, 2011a).

In the context of this work, we use partitioned task-level fixed priority

scheduling algorithms to schedule tasks on a MCP.

2.2.3.2 Cache Memory

Memories are an essential components of an embedded RTS. Where processors are used to make
the computations fast and efficient, memories, e.g., off-chip Random Access Memories (RAM) or
non-volatile Read Only Memory (ROM), are required to effectively manipulate instructions and
data. However, the techniques in designing memory systems did not catch up with the processor
speeds and hence, memory access latencies were non-negligibly high leading to large processor
stalls. To bridge this gap between processor and main memory operating speeds, hardware plat-

forms used in modern RT embedded systems employ on-chip cache memories or caches.
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Caches are high speed memories that reside between the processor and the main memory and
hold data/instructions that can be used by the processor in a speedy manner. Depending on the
kind of resources they store, caches can be categorized as, e.g., instruction caches, data caches
or unified caches. As the name suggests, instruction caches are used only to hold instructions,
similarly, data caches are used for data only. A unified cache can hold both data and instructions.
The rationale behind the need for caches is that frequently accessed data/instructions must be kept
closer to the processing source or in other words can be “cached", to reduce processor stall cycles.
Assuming an empty cache, the first access to a particular address results in a cache miss (when the
required data/instruction is not in the cache). Therefore, the required data or instruction is fetched
from the off-chip main memory and a copy is also stored on the local caches. On subsequent
accesses to the same address, the cache is checked and if the required data/instruction is found
(called a cache hit), it is retrieved from the cache itself without incurring the (high) latency to

fetch that data/instruction all the way from the main memory.

Cache Organization

In a basic RTS architecture, cache are organized in a stacked hierarchy. Figure 2.2 shows a basic
memory architecture that depicts a trade-off between size and speed. The processor is at the top
of the hierarchy with very high operating speeds followed by two layers of caches and then the
main memory. The cache that is closest to the processor is the fastest and it is called level one or
L1 cache. L1 caches can be further divided into independent instruction and data caches as shown
in Figure 2.2. L1 caches can have a typical capacity of upto 32 KB with an access latency of 1-2
cycles. Level two or L2 cache is only queried if the required data/instructions are not available
in L1 caches. L2 caches are usually unified caches, i.e., capable of holding both instructions and
data, with a storage capacity ranging from hundreds of KB to several MB. Access latency of an L.2

cache is typically around 10 cycles. Some modern high performance processors may also have a

Big Slow

Cache
L2

—

Data cache Instr. cache
L1 L1

Small Fast
Processor \/

Figure 2.2: Common Memory Architecture

level three, i.e., L3 cache, to further increase the storage capacity. If the required data/instructions
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are not available in the last level cache, it results in accesses to the main memory using the off-
chip bus as shown in Figure 2.2. These accesses to main memory can cause a delay in the order of
hundreds of cycles.

In most processors, the unit for cache access is called a cache line, i.e., the smallest unit of
data/instructions that can be transferred to or from a cache. Cache line size signify the minimum
amount of data the cache must read or write from the main memory or from the cache-level below
it. Accessing one element within a cache line causes the whole cache line to be loaded into the
cache. As a result, a following access to another element of the same cache line might also results
in a cache hit.

Caches are usually partitioned into different sets of equal sizes, i.e., cache sets, where each
cache set may contain one or more cache lines. A memory block, i.e., the smallest amount in
bytes which can be loaded at a time from the main memory, is first mapped onto a cache set and
then placed into one of the cache lines within that set. The number of memory blocks that can be
stored in each cache set is referred to as the number of cache ways or the associativity of the cache

and such a cache is called a ser-associative cache. There are two special cases of set-associative

caches:
blocks cache blocks cache
m—.Linc 0 T_ Line 0
1 |4\Linc 1 1] Line 1
_ﬂ—.Linc 2 [Z] Line 2
ﬂ4\Linc 3 i Line 3
Direct-mapped - Fully-associative Set-associative

Figure 2.3: Different types of cache associativity

* Direct-mapped caches: In direct-mapped caches, the number of cache ways or associativ-
ity is 1, i.e., each cache set consists of a single cache line, this means that a memory block

can reside in exactly one cache line.

« fully-associative caches: In fully-associative caches, the number of cache ways or associa-
tivity is equal to the number of sets in the cache, i.e., the cache consist of a single set, this

means that a memory block can reside in any cache line.

Figure 2.3 shows the different type of caches based on the mapping of cache lines to main memory
blocks.

Contents in the cache should be consistent with the main memory. This is usually done based
on the write policy used by the cache. Write policy determines at what time the modified cache line
will be written back into the main memory. Based on the write policy, caches can be categorized
as write-through or write-back. For a cache using the write-through policy, main memory is made
consistent with the cache immediately after a cache line is modified. Alternatively, in a write-back
cache the process of updating the main memory is differed to a later time, until the given cache

line is evicted.
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Note that in this work we only focus on instruction references therefore, we do

not make any assumption on the write policy used by the caches.

Cache Replacement Policy

When loading a memory block from the main memory to cache, processor first determines the
cache set the block maps to. A lookup is performed to find the target cache set. If all the cache
ways of the targeted cache set are occupied, then the cache replacement policy determines which
old block can be evicted from that cache set to make room for the new block. Common examples
of cache replacement policies used in modern processors are Least-Recently-Used (LRU), First-
In-First-Out (FIFO) and Pseudo-Least Recently Used (PLRU). Note that direct-mapped caches do
not need any replacement policy as each cache set has only one way so each memory block maps
to a specific position in the cache. In the context of this thesis, we will only explain the working

of a LRU cache replacement policy.

* LRU replacement policy: LRU policy maintains a queue of memory blocks sorted in an
ascending order based on their age. Age of a memory block refers to its position in the
cache and is given by the number of accesses to different memory blocks from the last
use of that memory block. The most-recently used memory block is assigned an age 0
whereas the least-recently used memory block has an age given by cacheassociativity — 1.
In case of a cache miss, new element is added at the front of the queue (and assigned an age
0). However, if the cache is full, the last element of the queue, i.e., the element with age
cacheassociativity — 1, is removed to accommodate the new memory block. Similarly, at
a cache hit, the corresponding element is moved from its position in the queue to the front
and all younger elements are aged by one. Figure 2.4 shows a sequence of references in
a 4-way set-associative cache using a LRU replacement policy. Majority of the state-of-
the-art on cache analysis has focused on caches with LRU replacement strategy. This is
mainly because LRU replacement policy is predictable and easier to analyze in comparison
to non-LRU policies such as FIFO and PLRU (Guan et al., 2013, 2014).

Age
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Figure 2.4: Example access sequence of memory blocks in a 4-way set-associative cache using a
LRU replacement policy

In this work, we will focus on the analysis of direct-mapped caches and

set-associative caches that use a LRU replacement policy.

Caches with multiple levels are categorized into inclusive, exclusive and non-inclusive caches.

Inclusive caches require that the content in the higher cache levels should also be present in the
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lower level cache, i.e., if a memory block is available in the L1 cache it should also be loaded in the
L2 cache. In exclusive caches, the content in the higher cache levels must not be duplicated in the
lower cache levels, i.e., a memory block can be available only in L1 or L2. Non-inclusive caches
allow duplicated content at any cache level, however they do not strictly enforce the inclusion

property, i.e., a memory block can be available in only L1/L2 or in both.

In this thesis, when required we will assume a non-inclusive cache hierarchy.

2.2.3.3 System Bus

Off-chip memories like the random access memories (RAM) or non-volatile read only memory
(ROM) are very slow in comparison to the caches and are only accessed when the data/instructions
are not found in the caches. The processor is connected to the off-chip main memory (or a memory
controller) over a shared interconnection network usually called as the Front-Side Bus (FSB). The
FSB is also referred to as the processor system bus or simply the system bus.

In a MCP, system bus is used to communicate between processing cores and the main mem-
ory. Bus handles different types of communication traffic including interrupt messages, memory
requests, I/O traffic and coherency messages. Basic positioning of the system bus w.r.t the MCP

and the memory is shown in Figure 2.5.
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Figure 2.5: Basic abstraction of the system Bus
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As shown in Figure 2.5, system bus is composed of three components, i.e., an address bus, data
bus and control bus. These are separate channels used to transmit data, memory addresses from
where data is to be fetched from or written to and some control signals that are used to control the
overall functionality of the bus. Bus width defines the number of bits that can be transferred by the
data bus, e.g., 32 or 64 bits. Similarly width of the address bus represents the maximum amount of
addressable memory. Bus speed is an also important property which indicates the speed at which
the bus can transfer data. Bus speed is expressed as number of cycles per second or Hertz (Hz).

Another important characteristic of a bus is the bandwidth or the maximum amount of data
it can transfer per unit time. Bandwidth of the system bus is given by the product of the data
path width, bus clock frequency and the number of data transfers the bus can perform per clock
cycle (bus, 2017a), i.e.,

Bus Bandwidth = width X clock frequency x data transfers per cycle
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For example, a 8-byte (64 bits) wide bus with an operating frequency of 100 MHz with a ca-
pacity to perform 4 transfers per cycle has a bandwidth of 3200 megabytes per second (MB/s) (bus,
2017a), 1.e.,

8B x 100 MHz x 4 transfers/cycle = 3200 MB/s

Bus perform communication using messages and transactions. A message is a logical unit
of information that holds the memory address at which the data must be written to or read from,
control signals and the data to be written (in case of a write operation). A transaction on the other
hand is a sequence of messages. For example, a read transaction contains a read message with the
memory address to read and a corresponding reply with the requested data. Bus transactions can

be performed in several ways.

* Atomic transactions: The word atomic implies to indivisibility or irreducibility, so an
atomic operation must be performed entirely or not performed at all. Similarly, an atomic
bus transaction is modeled as an indivisible request-reply pair. This means that no new re-
quest can be entertained unless the bus transmits the response to the prior request. Atomic
transactions are simpler to implement however, when using atomic transactions bus is un-

derutilized since only one request can be fulfilled at a given time.

* Pipelining: In a pipelined bus, transactions are divided into different stages, e.g., arbitration,
bus request, reply, data, error reporting etc. The basic idea is to combine any two phases of
a transaction that use different physical lines on the bus. For example, the data bus is only
responsible for transmitting the data written to or read from the memory and therefore only
use some physical lines on the bus. Similarly, the control bus only handles operations like
the arbitration, request, error reporting using independent bus lines. Therefore, multiple
transactions that do not use the bus components can be pipelined together to increase the
overall utilization of the bus. One example can be to overlap the address cycle of each
transaction with data cycles of the previous transaction since the data bus is not used during

address cycle and vice versa.

» Split transaction: In a bus that uses split transactions, a transaction is split into two compo-
nents a request transaction and a reply transaction. Both transactions are handled indepen-
dently of each other, where each transaction has to compete for an access to the bus. With
a split transaction bus once a memory request is made by a core, it immediately releases
the bus. In this way, other cores can also place there requests on the bus, increasing the
overall utilization of the bus. When the response to a memory request is ready, the memory
controller acquires the bus for the reply transaction and places the result on the bus. This
response is then delivered to the corresponding core by the bus controller. Bus controller

uses tags to identify the destination cores.

In split transaction buses, certain memory requests may be served out off order, i.e., the

responses may arrive in an order which does not match the order of requests issued. A split
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transaction bus is an example of an out-of-order bus whereas, both the atomic transaction

bus and the pipelined bus are an example of in-order buses.

In this work, we considering a multi-core platform, we will assume that the

bus is shared between cores and it uses an atomic transaction protocol.

Another important mechanism that is used to minimize the main memory overhead latency is
by using the hardware prefetching. Hardware prefetchers predict the next memory addresses to be
accessed and pro-actively fetch this data to the last-level caches from the main memory based on
the observed memory access patterns. However, in case of real-time tasks hardware prefetching
may results in non-deterministic delays in task executions time. For example, the prefetchers also
use the bus to perform transactions and hence may delay the requests issued by real-time tasks or
the prefetched cache lines might evict cache lines that were used by the real-time tasks. Hardware
prefetching is available in many commercial MCPs, with programmer having the facility to enable
or disable this feature (Hegde, 2008).

’ In this work, we assume that the hardware prefetching is disabled.

Bus arbitration protocols

Bus arbitration protocols define the order in which the devices attached to the bus can access the
bus. In a MCP, bus arbitration protocols control the access of multiple cores to the shared memory.
Simultaneous requests by different cores to access the main memory may result in conflicts at the
bus. These conflicts are resolved by the bus arbiter based on an arbitration policy.

Arbitration policies used in MCP can be mainly categorized as static or dynamic arbitration
policies. In a static arbitration policy bus access patterns are defined at design time and does not
change at run time. Whereas, in a dynamic arbitration policy the access patterns may change
dynamically depending on the conflicts between cores or based on any other criteria, e.g., task
priority or the arrival time of the requests etc. Time division multiple access (TDMA) is a promi-
nent example of static bus arbitration policy whereas, First-in First-out (FIFO) and Round-robin
(RR) arbiters are examples of the dynamic arbitration policies. Below we briefly describe the

functionality of some prominent arbitration policies used in modern MCPs.

* TDMA: TDMA bus arbitration uses a fixed schedule to provide different cores of a MCP,
access to the bus. This schedule or frame is periodic and is of a fixed size. At design time,
each core is assigned one or more fixed slots within the frame to access the bus. Requests
from a core are only entertained during the slots allocated to that core. Each core either
uses its allocated slots or these slots are not utilized. Therefore, TDMA bus arbiter can
under utilize the available bus capacity. However, TDMA arbitration is predictable and
composable. It is predictable because the maximum time required by a task running on one
core of a MCP to access the bus can be bounded at design time. Similarly, TDMA is also
composable since the access time of one task is independent of the requests issues by other

tasks running on other cores.
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* FIFO: FIFO arbitration scheme works on the principle of first-in first-out. It maintains an
in-order list of requests issued by different cores. The core whose request is the earliest
is placed at the front of queue while later requests are subsequently added at the end of
the queue. FIFO arbitration may sometime result in starvation, since the core that has the

control of the bus may never complete hence, not allowing other cores to access the bus.

* Fixed priority (FP) arbitration: In FP arbitration policy, each request is assigned a priority
based on a certain criteria. The request with the highest priority is then granted access to the
bus. The drawback of FP arbitration is similar to that of FIFO arbitration, i.e., in case where
highly memory intensive tasks are assigned higher priorities by the arbiter, then requests
from lower priority tasks may need to wait indefinitely before receiving a response. Fixed
priority arbiters are neither composable nor predictable as the time for access to the bus
cannot be upper bounded without the knowledge about the access patterns of the higher

priority requesters.

¢ Round-robin (RR) arbitration: Round-robin (RR) arbiter is a fair arbiter that allows in-
order access of the bus to every requester. Fixed time slots of equal length are allocated to
each requester. RR arbiter follows a rotating policy, i.e., the requester who is most recently
granted the bus in one frame will be the last to receive the access in next frame. RR arbiter is
predictable but however not composable. It is predictable since the maximum time to access
the bus can be bounded but, as the access time to the bus of one requester depends on the

number of other active requesters RR arbiter is not composable.

2.3 Ensuring Temporal Correctness of a RTS

Proving timing correctness of a RTS is traditionally a two-step process:

1. Timing analysis: The process of computing the WCET of tasks in isolation, i.e., an upper
bound on the time that a given task can take to complete its execution under all feasible

system states.

2. Schedulability analysis: The process used to ensure the schedulability of tasks, i.e., all

tasks will meet their deadlines when deployed on the target hardware.

In the subsections below, we will provide a brief overview of the timing analysis and schedulability

analysis relevant for this thesis.

2.3.1 Timing Analysis

As stated earlier, timing analysis is the process of estimating the worst-case timing requirement,
e.g., WCET, of an isolated task. When computing the WCET of a task, activities other than the
ones related to the considered task e.g., interrupts, blocking, preemptions or any kind of inter-

ference from other tasks in the system, are ignored. Different approach have been presented in
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literature to bound the WCET of tasks. However, without disrespecting the variety of individual
approaches, three approaches are commonly applied nowadays, i.e., static analysis, measurement-
based analysis and hybrid analysis (Wilhelm et al., 2008a). In the context of this work, we will

only discuss the working of static timing analysis.

2.3.1.1 Static Analysis

In static analysis, a task is analyzed by constructing the control flow of the program (or task)
rather than executing the task on the real hardware or a simulator. An abstract model is used for
the target hardware and for the inputs to the program and an upper bound on the WCET of task
is obtained using this combination. Core components used by any static timing analysis approach

are explained as follows:
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Figure 2.6: Work flow between different components of a timing-analysis tool (Wilhelm et al.,
2008a)

Value Analysis

Value analysis computes the effective address where a memory accesses goes. In case the exact
address of the referenced data cannot be determined, a range of addresses is conservatively pro-
vided. The analysis determines these addresses statically from a disciplined code (Thesing et al.,
2003) by computing ranges for the values in processor registers at every possible program point.

Value analysis can also compute the number of loop iterations and recursions (Martin et al., 1998).

Control-Flow Analysis

Control flow analysis use the parameters computed by the values analysis, e.g., ranges for the
input data and iteration bounds of some loops, along with the call graph or the control-flow graph
(CFG) of the task to gather information about possible execution paths. The result of the control
flow analysis are usually constraints on the dynamic behavior of the task, e.g., which functions
may be called, dependencies between different conditional operations and information relating to

feasibility or in-feasibility of paths, etc.
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Processor-Behavior Analysis

Processor-behavior analysis is the most important phase when determining the WCET of tasks
under the static analysis based approaches. It uses a conservative timing model of the targeted
hardware architecture in particular, of the components that influence the execution times, such
as memory, caches, pipelines, and branch prediction along with the information provided by the
value and control-flow analysis to determine upper bounds on the execution times of instruc-
tions or basic blocks. Most approaches for processor-behavior analysis use techniques based on
the theory of Abstract Interpretation (Cousot and Cousot, 1977) to compute invariants about the
processor’s execution states at each program point. These invariants provide information about
the contents of caches, the occupancy of functional units and processor queues, and of states of
branch-prediction units. This information is then used to, e.g., exclude pipeline stalls and to clas-
sify memory accesses as cache hits/misses (detailed overview of the intra-task cache analysis is

presented in Section 3.1).

Bound Calculation

This phase computes an upper bound on the execution times of the whole task using the flow and
timing information derived in the previous phases. Different methods can be used to combine the
timing estimates determined in the previous phases into an end-to-end estimate. For example, in
approaches that use Implicit Path Enumeration Technique (IPET) (Li and Malik, 1997; Puschner
and Schedl, 1995; Theiling, 2002) techniques program flow and basic-block execution time bounds
are combined into set of arithmetic constraints. Each program flow edge in the task and basic-block
is assigned a time coefficient Zesy, i.€., an upper bound on the contribution of that entity to the
total execution time every time it is executed, and a count variable Xx,;ry, 1.€., an upper bound on
the number of times that entity is executed. An upper bound on the task’s WCET is then obtained
by maximizing the objective function Y ;c,,.isies Xi X ti» Where the value of x; is subject to constraints
reflecting the structure of the task and possible execution flows.

Many commercial and research prototype based static analysis tools are available today such
as Bound-T (Holsti and Saarinen, 2002), aiT (Ferdinand et al., 2007), Heptane (Colin and Puaut,
2001; Hardy et al., 2017), Chronos (Li et al., 2007) and SWEET (Ermedahl, 2003). For a detailed
survey on the computation of WCET of tasks readers are directed to (Wilhelm et al., 2008a).

2.3.2 Schedulability Analysis

The output of the timing analysis, i.e., WCET of tasks, along with other timing constraints, e.g.,
task’s period and deadline, are used by the schedulability analysis to determine if all tasks in
the system comply with their timing requirements. Several different approaches can be used
to perform the schedulability analysis depending on the scheduling algorithm and the priority
assignment of tasks. However, since in this work we focus on preemptive fixed-task priority
based scheduling algorithms such as RM and DM, we will use the traditional response time based

schedulability analysis (Liu and Layland, 1973; Joseph and Pandya, 1986). Under the response
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time based schedulability analysis, any task 7; is referred to as schedulable, i.e., the task meets its
timing constraints, if each of its instances or jobs complete their execution before the deadline,

i.e., R; < D;. The response time R; of a task 7; is computed as follows:

Ri=C+ ) Fﬂ x C; (2.1)
Vjehp(i) ' °J

where C; is an upper bound on the WCET of task 7;, hp(i) denotes the set of tasks with higher

priority than 7; and C; is an upper bound on the WCET of any task 7; € hp(i). Note that under

priority-driven preemptive scheduling task 7;