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Real-Time Communications over Hybrid Wired/Wireless
PROFIBUS-Based Networks

Abstract

The communication infrastructure of current Distributed Computer-Controlled
Systems (DCCS) is usually based on fieldbus networks, since they provide adequate
levels of performance, dependability, timeliness, maintainability and cost. Nevertheless,
cabling starts to be an obstacle for an increasing number of industrial automation
applications, which impose or benefit from the use of mobile devices such as handheld
computers or transportation equipment.

Within this context, there is a trend to extend fieldbus systems with wireless
capabilities, leading to hybrid wired/wireless communication networks, which must
support wireless/mobile communications while still fulfilling stringent DCCS
requirements. Wireless communications must cope with real-time and dependability
features at least similar to the ones encountered in traditional (wired) fieldbus networks.
The support of inter-cell mobility turns this task even more difficult, since mobile nodes
must handoff between radio cells in a transparent way.

The main research objectives of this thesis are the specification of a hybrid
wired/wireless communication architecture based on a standard fieldbus protocol
(PROFIBUS) and the proposal of the appropriate mechanisms and approaches to support
and guarantee real-time communications with such an architecture. For this purpose,
several design approaches for the architecture of the hybrid fieldbus network are
analysed. Particular focus is given to how real-time communications can be guaranteed
over such a network and to how mobility can be supported without affecting the real-
time performance of the hybrid network.

The interconnection of heterogeneous physical media in a broadcast network leads
to traffic congestion (increasing queuing delays) in the Intermediate Systems (ISs).
Therefore, an innovative mechanism for eliminating traffic congestion in the ISs is
proposed, which permits to reduce and bound system turnaround times through the
insertion of additional idle time before a master End System (ES) issues request frames.
This is implemented by setting appropriate values for the PROFIBUS Idle Time
parameters, for every master ES.

Additionally, a methodology to compute the worst-case system turnaround time and
duration of message transactions is also proposed. This permits to set the PROFIBUS
Slot Time parameter, for all master ESs in the communication network and enables the
evaluation of the worst-case response time of message transactions.

Finally, the impact of inter-cell mobility in the timing behaviour of the network is
addressed and a timing analysis of the adopted mobility management mechanism is
carried out. This analysis permits to compute values for the mobility-related network
parameters. It should also be stressed that neither the system architecture nor the
methodologies proposed in this thesis impose any changes to the PROFIBUS protocol.

Keywords: Real-time communications; fieldbus networks; wireless networks;
interconnection of heterogeneous communication networks.





Comunicação de Tempo-Real utilizando
Redes Híbridas Cabladas/Rádio baseadas em PROFIBUS

Resumo

As infra-estruturas de comunicação dos sistemas controlados por computador
actuais são normalmente baseadas em redes de campo (fieldbus), dado disponibilizarem
níveis adequados de performance, confiança no funcionamento, comportamento
temporal, capacidade de manutenção e custo. No entanto, as soluções cabladas começam
a ser um obstáculo para um número crescente de aplicações de automação industrial, que
potencialmente poderão beneficiar ou mesmo exigir a utilização de dispositivos móveis.

Neste contexto, existe uma tendência para dotar as redes de campo de capacidades
de comunicação rádio. Visam-se, por isso, arquitecturas híbridas que terão, contudo, de
fornecer comunicações sem fio e móveis, satisfazendo os mesmos requisitos de
confiança no funcionamento e de tempo-real. O suporte de mobilidade entre células
rádio torna este objectivo difícil.

Os principais objectivos de investigação desta dissertação são o da especificação de
uma arquitectura de comunicação cablada/rádio baseada numa rede de campo
normalizada (PROFIBUS) e o do desenvolvimento dos mecanismos e abordagens
apropriados ao suporte de garantias de tempo-real. Nesse sentido, são analisadas várias
abordagens para a arquitectura da rede híbrida.

A utilização de dispositivos de interligação (intermediate systems) funcionando
como repetidores provoca congestionamento de tráfego (atrasos crescentes nas filas) nos
mesmos. Com o objectivo de resolver esse problema, é proposto um mecanismo
inovador de inserção de tempos mortos (idle time)  entre transacções, recorrendo para o
efeito à utilização dos dois temporizadores Idle Time do PROFIBUS.

Adicionalmente, é também proposta uma metodologia para o cálculo do pior tempo
de reacção do sistema (system turnaround time) e para o pior caso de duração das
transações. Dessa forma é possível configurar de forma apropriada o parâmetro Slot
Time (tempo máximo de reacção) do PROFIBUS. O cálculo do pior tempo de reacção
das transações permite determinar o pior caso de tempo de resposta das transações.

Por fim, é feita uma análise temporal do comportamento do mecanismo de gestão
de mobilidade adoptado, permitindo determinar os parâmetros adequados ao suporte
desse mecanismo.

Desta forma, obtém-se um conjunto de metodologias que, no seu todo, permitem o
suporte de aplicações de tempo-real baseadas em infra-estruturas de comunicação
híbridas.

Palavras chave: Comunicações de tempo-real; redes de campo; comunicações rádio;
interligação de redes de comunicação heterogéneas.





Communication Temps-Réel en Réseaux Hybrides
Câblé/Radio Basé en PROFIBUS

Résumé

Les infrastructures de communication des systèmes distribués commandés par
ordinateur (DCCS) sont habituellement basées sur des réseaux de terrain (fieldbus), car
ils fournissent niveaux appropriés d'exécution, de fiabilité, de réponse, d'entretien et de
coût. Néanmoins, les systèmes câblés commence à être un obstacle pour un nombre
croissant d'applications d'automation industriel, qui imposent ou bénéficie de l'utilisation
des dispositifs mobiles.

Dans ce contexte, il y a une tendance de additionner des capacité radio à les
systèmes de fieldbus. S’envisage les systèmes hybrides câblé/radio, qui doit offre
caractéristiques de temps réel et de fiabilité au moins similaires à des réseaux
traditionnels (câblé) de fieldbus. Le support de la mobilité inter-cellule tourne cette
objective difficile d’obtenir.

Les principaux objectifs de recherche de cette thèse sont les spécifications d'une
architecture de communication hybride câblé/radio basée sur un protocole standard de
fieldbus (PROFIBUS) et des mécanismes et abordages appropriés pour soutenir des
communications en temps réel. À cette fin, plusieurs approches de conception pour
l'architecture du réseau hybride de fieldbus sont analysées.

L’utilisation des systèmes intermédiaires (répéteurs) dans cette réseau conduit à la
congestion du trafic. Par conséquent, on propose un mécanisme innovateur basée en
l'insertion des temps mort avant de envier messages, par plaçant des valeurs appropriées
dans les temporisateurs Idle Time de PROFIBUS.

En plus, on propose également une méthodologie pour calculer, dans le pire cas, les
délais de réaction et la durée des transactions des messages. Ceci permet d’ajusté le
paramètre Slot Time de PROFIBUS. Le calcule de le pire cas de la durée des transactions
de message permet l'évaluation du pire temps de réponse des transactions de message.

De cette façon, est obtenu un ensemble d’outils cruciales pour la garantie des
besoins temporels dans les applications distribuées temps critique, où la distribution  est
supporté par une réseaux hybride câblé/radio.

Mots-clés: Systèmes temps-réel; communications temps-réel; réseaux industriels ;
interconnexion des réseaux de communication hétérogènes.
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Chapter 1

Overview

This thesis addresses the design of a hybrid wired/wireless communication
architecture based on a standard fieldbus protocol (PROFIBUS) and the proposal
of appropriate mechanisms for supporting real-time communications using that
architecture. This chapter gives an overview of the research context and objectives,
and also outlines the major contributions of this work.

1.1. Introduction

Nowadays, an increasing number of automation systems requires the use of mobile
devices. Industrial automation applications such as automated warehousing, process
control and discrete manufacturing commonly require automatic guided vehicles and
hand-held equipment, for example. These scenarios impose or benefit from the use of
wireless communications. Moreover, wireless communication systems provide
significant cuts in cabling and maintenance costs, ease in the installation of equipment in
hazardous areas and important add-ons in terms of flexibility and ability to evolve.

Considering the evolution of wireless local area network (WLAN) technologies,
which are targeted to office applications, it would seem reasonable to use these
standardised systems (e.g. IEEE 802.11b) in industrial automation purposes as well.
Indeed, some industrial applications already benefit from these standardised WLAN’s.
This trend is mainly stimulated by the fact that commodity Ethernet technology is
already commonly found at the factory level of many automation systems.

However, several constraints for the use of wireless technologies at the cell level
and, more acutely at the field level still exist. Insufficient performance, low level of
dependability and the non existence of appropriate wireless Medium Access Protocols
(MAC) protocols to ensure real-time behaviour are examples. When mobility of wireless
nodes between radio cells is a requirement, these problems become even more acute.

In this context, one must stress that high performance, high dependability and real-
time behaviour are main features of state-of-the-art (wired) fieldbuses. Therefore, even if
the addition of wireless capabilities to fieldbuses may introduce some important features
to automation systems, an important concern to the system designer is that these wireless
extensions do not disrupt the above mentioned characteristics of fieldbus networks.

This thesis addresses the design of a hybrid wired/wireless communication
architecture based on a standard fieldbus protocol (PROFIBUS), and the proposal and
discussion of the appropriate mechanisms and approaches for supporting real-time
communications using that architecture.



2 Overview

1.2. Research Context

Typically, a fieldbus network consists of several End Systems physically connected
through a wired bus. In the context of this thesis, the term End System (ES) will be used
to denote not only a wired but also a wireless node or station. A wireless network is
therefore composed of a set of wireless ESs that intercommunicate either directly or
indirectly via wireless (e.g., radio) channels. If the wireless ESs are able to
intercommunicate directly, the wireless network is usually called an ad-hoc wireless
network. If messages need to be relayed by a central device (usually called access point
or base station), the wireless network is usually called a structured wireless network.

In case interoperability with wired (legacy) ESs is also required, there is the need
for specific devices to interconnect wired and wireless ESs. In the context of this thesis,
these devices are denoted as Intermediate Systems (ISs). Of course, the central devices
previously mentioned for the case of the structured wireless networks are examples of
ISs. However, in this thesis, we are more concerned with the use of ISs to support hybrid
wired/wireless communication networks (Figure 1.1).

ES

ES

Wired components

ISES

ES

ES

ES

Wireless
components

Figure 1.1: Example of a hybrid wired/wireless communication network

In many cases, the wireless ESs (nodes) will also be mobile nodes. It also happens
that radio is the most suitable means to enable the interconnection between wireless
components in industrial environments. Depending on the specific requirements of the
application, the wireless/mobile nodes must be able to communicate while moving
within a pre-defined three dimensional region. Issues such as the dimension and layout
of the application, the existence of electromagnetic interference and the radio technology
in use, may impose the division of this radio coverage region into a number of smaller
regions, called radio cells.

Additionally, there may be situations where two or more wired fieldbus segments
must be interconnected through wireless links. Therefore, the architecture of the hybrid
wired/wireless network must support total interconnection between multiple wired
segments and radio cells, and, also importantly, must provide appropriate mechanisms
enabling inter-cell mobility of mobile ESs.

Such a hybrid architecture requires the analysis of a number of complex issues for
which appropriate solutions must be devised.
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1.3. Research Objectives

The main objectives of this thesis are the specification of a hybrid wired/wireless
communication architecture based on a standard fieldbus protocol and the proposal of
the appropriate mechanisms and approaches to support and guarantee real-time
communications with such an architecture.

The hypothesis is that such an architecture is possible.
To this purpose, the following approach is going to be used. One important starting

point is the selection of the wired fieldbus standard that is going to serve as the
federating communication system in the architecture. Then, several approaches for
hybrid architectures need to be analysed and discussed, namely concerning the type of
Intermediate Systems to be used and the mechanisms to support inter-cell mobility.

Since most Distributed Computer-Controlled Systems (DCCS) for industrial
applications impose stringent requirements, these architectural approaches must be
assessed against features such as complexity, reliability and temporal behaviour.
Particularly focus must be given to how real-time communications can be supported over
such a hybrid network.

1.4. Research Contributions

The main contributions of this thesis are:
1. The specification of an architecture for hybrid wired/wireless fieldbus

networks. Such specification involves the analysis and comparison of different
design alternatives, using PROFIBUS as the federating communication
technology, the definition of the functional and timing behaviour of the
Intermediate Systems and the analysis of adequate mechanisms to support inter-
cell mobility.

2. The definition of an innovative mechanism for eliminating increasing queuing
delays (traffic congestion) in Intermediate Systems. This mechanism permits to
reduce and bound system turnaround times through the insertion of extra idle
time before issuing request frames. This is implemented by setting appropriate
values for the PROFIBUS Idle Time parameters, in master stations.

3. A methodology to compute the worst-case system turnaround time and duration
of message transactions (with several ISs between initiators and responders).
This permits to set the PROFIBUS Slot Time parameter, for all master ESs in
the communication network. Additionally, the duration of message transactions
enables the evaluation of the worst-case response time of message transactions,
in such type of hybrid wired/wireless networks.

4. A timing analysis of the adopted mobility management mechanism. This
analysis permits to compute values for the mobility-related network parameters.
The most relevant are the number of radio beacons that must be issued by the
ISs such as the mobile ESs are able to perform handoff, and the inactivity time
that must be respected during the mobility management period, before resuming
normal system operation.
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1.5. Structure of this Thesis

This thesis is structured as follows. Chapter 2 gives an overview of the state-of-the art in
the area of communication networks for DCCS. Fieldbus networks are presented as the
most prominent candidates to meet the particular set of requirements imposed by DCCS,
although Industrial Ethernet is gaining increasing potential. Also, there is an increasing
eagerness to use wireless communications in DCCS, leading to heterogeneous systems
with full interoperability between wired and wireless nodes. Chapter 3 focuses on the
federating communication technology for the proposed hybrid wired/wireless fieldbus
network. The rationale for selecting the PROFIBUS protocol is presented by describing
how it fulfils some important requirements. The most relevant characteristics of this
protocol and a survey of the most important research work on PROFIBUS networks are
also presented.

Chapter 4 addresses the architecture for the hybrid wired/wireless PROFIBUS-
based network. First, the different components of such network are characterised and a
set of rules for network configuration is defined. Then, several design alternatives are
assessed and the repeater-based approach is elected as the preferred one for the proposed
architecture. Finally, an innovative mechanism for supporting mobility that copes with
simplicity and real-time requirements is introduced. Chapter 5 presents analytical models
for the communication network, namely for the format of physical layer Protocol Data
Units (PDUs) and for the timing behaviour of the Intermediate Systems (ISs). This
model is the starting point for addressing the issues related to the timing behaviour of the
Communication Network, which are then addressed in Chapters 6, 7 and 8.

Since the proposed architecture relies on different physical layers interconnected by
repeaters, a suitable traffic adaptation mechanism is required in order to overcome traffic
congestion problems (increasing queuing delays) in ISs. Chapter 6 presents an
innovative solution to this problem that is based on an appropriate setting of the
PROFIBUS Idle Time parameters. This idle time (inactivity period that a master must
respect before issuing a request PDU or passing the token) guarantees that every
message transaction has a small and bounded system turnaround time. Chapter 7
presents a methodology to evaluate the worst-case system turnaround time and the
worst-case duration of message transactions. In Chapter 7, a methodology to set the
PROFIBUS Slot Time parameter according to the requirements of the proposed
architecture is also presented. Chapter 8 describes the impact of inter-cell mobility on the
results presented in Chapters 7 and Chapter 6 and introduces a timing analysis for the
mobility management mechanism (introduced in Chapter 4). This analysis enables the
appropriate setting of crucial mobility parameters (related to the number of beacons
transmitted by some ISs and worst-case duration of the mobility management period).

Chapter 9 shows how the approaches devised in chapters 5-8 can be put into
practice. Two example scenarios, with and without inter-cell mobility, are elaborated.
Then, some complementary simulation results are analysed, that enable drawing some
additional conclusions about the proposed approaches. All the simulations were carried
out using a system planning software application developed in the context of this thesis,
which is based on the algorithms presented in Annexes B, D and E. The thesis concludes
with Chapter 10, which summarises the presented contributions and identifies topics for
future research. A list of acronyms and symbols is provided in Annex G.



Chapter 2

Survey of Technologies and Related Work

This chapter essentially provides an overview of communication networks for
Distributed Computer-Controlled Systems (DCCS). Traditional fieldbus networks
and, more recently, Industrial Ethernet networks are examples of technologies able
to meet the particular set of requirements imposed by DCCS. Therefore, these
technologies receive the most attention in this chapter. Additionally, wireless
technologies are also addressed. In this thesis, we are particularly interested in
analysing systems requiring interoperability between wired and wireless nodes
(End Systems). This introduces the need to assess different options for the
interconnecting devices (Intermediate Systems).

2.1. Introduction

This chapter addresses the current state and trends in communication networks for
Distributed Computer-Controlled Systems (DCCS) in industrial environments.

Factory communication systems have suffered significant changes over the last 20
years or so. Local Area Networks (LANs) have substituted point-to-point
communications, initially due to big savings in wiring and maintenance costs. The
increasing decentralisation of measurement and control tasks, as well as the increasing
use of intelligent microprocessor-controlled devices in industrial computer-controlled
systems triggered the proliferation of fieldbus networks. A fieldbus network is a specific
type of LAN aimed at the interconnection of sensors, actuators and controllers in
applications ranging from manufacturing, process control, building automation and in-
vehicle control.

More recently, there is an eagerness to use Ethernet-based technology in industrial
environments. Factors contributing to this are its low price, maturity and stability.
Moreover, Switched-Ethernet introduces functionalities with enormous potential for
DCCS, such as congestion control, message prioritisation and micro-segmented full-
duplex operation.

There is also an enormous eagerness to extend traditional fieldbuses with wireless
and mobile communication capabilities. However, existent wireless communication
networks have several constraints, namely low level of dependability and unpredictable
timing behaviour. As state-of-the-art technologies such as IEEE 802.11 (WLAN -
Wireless LAN) (IEEE 802.11, 1997) and 802.15 (WPAN - Wireless Personal Area
Network) (Bluetooth Specification, 1999) become mature, their potential for DCCS
applications grows, at least in what concerns their physical layer. A focus of interest will
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be the interoperability between these incoming wireless networks and already existent
wired networks (e.g. fieldbus and Industrial Ethernet networks).

Reflecting this eagerness to extend current fieldbus networks with wireless
capabilities, several companies are already supplying limited wireless extensions to
major fieldbus networks (e.g. WorldFIP, PROFIBUS and CAN). Additionally, recent
research is being conducted to develop solutions for wireless connectivity in industrial
environments. For instance, (Alves et al., 2000d), specifies a hybrid wired/wireless
architecture based on the PROFIBUS protocol.

As a matter of fact, heterogeneity is not only a result of considering hybrid
wired/wireless networks. Industrial communication networks are often heterogeneous,
due to the coexistence of field-level and higher level networks, dissimilar field-level
networks and separated domains of the same field-level network. In all these cases,
interoperability is mandatory and must be achieved through the use of appropriate
interconnecting devices acting as repeaters, bridges, routers or gateways. Throughout
this thesis, devices that support end-user applications/services are referred to as End
Systems (ESs), and devices that are used for network interconnection are referred to as
Intermediate Systems (ISs).

The remainder of the chapter presents an overview of the communication network
protocols suitable for implementing DCCS, of the most prominent wireless
communication protocols for use in industrial environments and of solutions for
interconnecting heterogeneous communication networks.

2.2. Communication networks for DCCS

2.2.1. General requirements

MAP/MMS (Manufacturing Automation Protocol stack with the Manufacturing Message
Specification application layer) resulted from one of the most significant efforts in
industrial communication networks developed in the early 80’s. MAP/MMS
implemented the full ISO/OSI layers model. This was eventually one of the reasons why
applications based on MAP/MMS were costly, extremely complex to implement and
integrate (Lederhofer et al., 1996), a lot of computing power was required and the
applications were restricted to Shop-Floor and Cell network levels. DCCS applications
impose a number of specific requirements to the underlying communication networks
(Decotignie, 2001), namely:

- ability to handle very short messages in an efficient manner (low overhead);
- ability to handle both periodic (sampling) and aperiodic (events) traffic with

bounded message response times;
- ability to operate in harsh environments (EMI, vibrations, corrosion), providing

an adequate level of dependability (mainly reliability and safety);
- low cost (except in safety-critical systems), including acquisition, installation,

commissioning and maintenance expenses.
Soon was realised that MAP/MMS was not able to meet these requirements,

contrarily to the so-called fieldbus networks. Similarly to other types of LANs, fieldbus
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networks are based on a layered structure derived from the seven-layer OSI model.
However, due to the specialised requirements that must be met, the use of a full seven-
layered architecture was precluded. Typical fieldbus network protocols implement a
three-layer structure - physical layer, data link layer and application layer - even if some
of these layers embody functionalities similar to those found in the other four layers of
the OSI reference model.

Crucial parts of the fieldbuses (notably medium access control protocols) are
designed to meet the temporal requirements of DCCS. The Medium Access Control
(MAC) of Ethernet (CSMA/CD) was until recently one of the major drawbacks of
Ethernet technologies. More recently, Switched-Ethernet appeared as a potential
candidate for supporting DCCS, due to characteristics such as determinism.

2.2.2. Fieldbus standards – current state

The wide deployment of intelligent sensors, actuators and controllers triggered the
proliferation of fieldbus systems.  As a consequence of the difficulty to achieve a truly
international fieldbus standard, in 1995 the CENELEC (European Committee for
Electrotechnical Standardisation) proposed an interim European standard, comprising
the three national standards existing in Europe: P-NET, PROFIBUS and WorldFIP. This
initiative led, in 1996, to the EN 50170 standard (EN 50170, 1996). Although this
European standard is a set of non-compatible profiles, it simplifies the choice in Europe,
from several tens of fieldbus options down to three. In March 2000, a fourth profile was
added to EN 50170: the Foundation Fieldbus. The Fieldbus Foundation was formed in
1994 from a merging of WorldFIP North America and the Interoperable Systems
Project, having introduced its own specification in 1996.

CENELEC has also standardised Interbus (EN 50254, 1996) and DeviceNet on top
of CAN (EN50325). CAN was standardised by ISO (ISO 11898, 1993) as a "Road
Vehicle - Interchange of Digital Information" system and since then it is a standard for
in-vehicle applications. Nevertheless, due to some interesting characteristics, CAN is
also being considered for DCCS in industrial environments (Zuberi and Shin, 1997).

Having failed the definition of a unique fieldbus standard due to a number of
reasons (Dietrich and Sauter, 2000; Pinto, 1999), in 2000 the IEC was able to ratify the
Fieldbus Standard IEC61158 – Fieldbus Standard for use in Industrial Systems. It
currently defines protocols and services for ControlNet (Type 2), PROFIBUS (Type 3),
P-Net (Type 4), Foundation Fieldbus (Type 5), SwiftNet (Type 6), WorldFIP (Type 7)
and Interbus-S (Type 8). Nowadays, it is commonly accepted that standard (and other)
fieldbuses will continue to coexist in the future.

As the standardisation process has now stabilised, the emphasis is moving to the
“User Layer”, namely addressing the definition of standard function blocks, descriptive
languages, data quality metrics and interoperability (BSI, 2000).

2.2.3. “Industrial Ethernet” standards – current state

The first Ethernet specification was approved and released as IEEE Std 802.3 back in
1983 (IEEE 802.3, 1998). Since then, Ethernet has become the most popular, mature and
low cost LAN technology. Recently, there have been some promising technological
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breakthroughs in Ethernet. Switched-Ethernet has been replacing Shared-Ethernet, due
to a number of improvements. Switched-Ethernet separates traffic in smaller collision
domains and, in micro-segmented full-duplex operation mode, collisions can be totally
avoided (default mode in the proposed IEEE 802.3ae standard for 10 Gbit/s Ethernet).

Several international standards (e.g. IEEE 802.1p, 802.1D, 802.3x) provide
Switched-Ethernet with powerful mechanisms to fulfil the dependability and timing
requirements commonly found in DCCS. IEEE 802.1p (IEEE 802.1D, 1998) gives Layer
2 switches the ability to prioritise Ethernet traffic, while the IEEE Std 802.3x Flow
Control mechanism provides means to control the generated traffic. All these
mechanisms may be exploited to improve the timing properties of Ethernet networks.
Switched-Ethernet can also be exploited to support dependable real-time systems. The
IEEE 802.1D standard (1998), specifies the Spanning Tree Protocol, used to provide
redundant network paths. Port Trunking establishes backbone links by treating multiple
links as a single network pipe, also providing link redundancy.

Virtual LANs (IEEE 802.1Q, 1998) are also very promising to deal with flexibility
and mobility. Using VLANs, a workgroup can be defined not by physical locations, but
by multicast filters. If a device moves within the switched network, multicast filters
automatically change, maintaining logical connectivity. Furthermore, other features such
as dynamic switching, auto-negotiation, automatic load balancing can also be exploited
to enable the dynamic behaviour of current and future DCCS.

Several international associations constituted by technology providers and end-
users are pushing “Industrial-Ethernet” solutions forward. The Industrial Automation
Networking Alliance (IAONA) and its European-based sister organisation (IAONA
Europe), aim at establishing Ethernet as the standard in the industrial environment. The
Industrial Ethernet Association (IEA), formed in 1999, intends to establish standards for
the use of Ethernet products in the industrial marketplace. The 10 Gigabit Ethernet
Alliance (10GEA) is working towards the 10 Gbit/s Ethernet standard that will provide a
collision-free behaviour in a fibre-optic transmission medium. The Fieldbus Foundation
has defined the High-Speed Ethernet (HSE), as the backbone for interconnecting
traditional (low-speed) Foundation Fieldbus segments.

A lot of effort is being dedicated to the consolidation of Ethernet as a
communication network for DCCS, both in the academic (Rüping et al., 1999; Alves et
al., 2000b; Kweon and Shin, 2000; Jasperneite and Neumann, 2001; Varadarajan, 2001;
Lo Bello and Mirabella, 2001a) and technology providers (e.g. Hirchmann, Rockwell,
AEG/Schneider, Siemens) communities. Nevertheless, as the idea that “Industrial
Ethernet” will replace current higher level fieldbuses (e.g. PROFIBUS-FMS) gets wider
acceptance, it is foreseen that it will not substitute lower level fieldbuses (Dietrich and
Sauter, 2000; Leblanc, 2000; Huselbos, 2001; Decotignie, 2001; Schiffer, 2001).

2.2.4. Wireless communication protocols for DCCS

There is an increasing eagerness to support wireless communications in DCCS for
industrial environments. However, a strong requirement is that interoperability between
wired and wireless nodes should be possible. Moreover, it is expected that wireless
communications offer characteristics (e.g., performance, dependability) similar to
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current (wired) fieldbus networks and that these wireless technologies fulfil end-user
expectations (e.g., radio coverage, speed of mobile devices).

(Alves et al., 2000c) describes a set of basic requirements (bit rate, bit error rate
(BER), range, path loss and delay spread), derived from a survey to several industrial
users. The basic radio requirements express the inherent ability of the system to
communicate efficiently via radio channels in (harsh) industrial environments.
(Miaoudakis et al., 2000) present the results of a thorough measurement campaign that
was carried out in several manufacturing and process control industries. Their
experimental work allowed setting adequate thresholds for these parameters (bit rates in
the order of 2 Mbit/s, BERs below 10-5, ranges greater than 70 m, path losses around 100
dB and delay spreads above 200 ηs).

Several wireless communication standards emerged in the last decade. IEEE has
standardised two wireless communication protocols, one for Local Area Networks
(WLAN) and the other for Personal Area Networks (WPAN). IEEE 802.11 (1997)
recently split into two sub-standards – IEEE 802.11b (1999) and IEEE 802.11a (1999),
providing maximum Physical Layer (PhL) bit rates of 11 Mbit/s and 54 Mbit/s,
respectively. While products based on the IEEE 802.11a are only expected end 2002, a
significant amount of commercial products based on IEEE 802.11b already exist.
Bluetooth (1999) is a wireless communication protocol for short-range radio networks
and has a bit rate of 1 Mbit/s (a 2 Mbit/s bit rate version is being specified). It was
recently ratified in the IEEE 802.15.1 international standard ("Wireless MAC and PHY
Specifications for Wireless Personal Area Networks (WPANs)".

The European Telecommunications Standards Institute (ETSI) has also been
responsible for the standardisation of a set of wireless communication protocols.
HIPERLAN (High PErformance Radio Local Area Network) versions 1 (EN 300652,
1998) and 2 (ETSI, 2000b) provide maximum bit rates of 20 Mbit/s and 54 Mbit/s,
respectively. HIPERLAN1  technology has a negligible market share, when compared to
802.11a and 802.11b products. HIPERLAN2  seems to have a more promising future,
since it is being harmonised with the IEEE 802.11 standards and it concentrates the
interest for product development from the vast majority of companies.

The (EN 300175, 2001) standardises DECT (Digital Enhanced Cordless
Telecommunications), which aims the access to existing wireless LANs  and will soon
reach a 2 Mbit/s maximum data rate. UMTS (Universal Mobile Telecommunication
System) is intended for use in the third generation mobile communications (ETSI,
2000a), and offers a maximum data rate of 2Mbit/sec (under stationary conditions).
Since it operates in a licensed band, charges have to be paid to an operator.

All the previously mentioned wireless communication protocols have strong
technical features and exhibit good potential to satisfy most of the general requirements
for a DCCS. However, they present several different features such as bit rates (e.g., bit
rates ranging from 1 to 54 Mbit/s), target applications and availability of products.
(Miaoudakis et al., 2000) defend that only three of these wireless communication
protocols satisfy all basic radio requirements for industrial environments: HIPERLAN2,
UMTS and IEEE 802.11b. The reasons are briefly outlined next.

Considering the requirements imposed by DCCS in industrial automation,
Bluetooth has an insufficient range (10 m) and, together with DECT, has insufficient bit
rate. Although DECT has a provision to extend the bit rate to 2 Mbit/s, no products have
been announced to support such bit rate yet. More advanced technologies like UMTS,



10 Survey of Technologies and Related Work

HIPERLAN1 and HIPERLAN2 exhibit enhanced technical characteristics but there are
hardly any products available today. Moreover, HIPERLAN1 it is vulnerable to large
delay spreads and UMTS requires licensing costs (due to the frequency band) and
regulation prohibits its usage unless the whole protocol stack is used, in accordance with
the UMTS standard. Technologies based on the IEEE 802.11b standard fulfil the
technical requirements and are mature. Nowadays, wireless LANs based on the IEEE
802.11b protocol have widespread use, and there is an increasing number of suppliers,
commercial products available and installations.

2.2.5  Research on the use of wireless communication protocols in DCCS

There is a growing number of research works addressing the problem of using
Commercial-Off-The-Shelf (COTS) wireless communication protocols in DCCS, mostly
addressing the dependability (e.g., reliability and security), the real-time performance of
the MAC layers and the interoperability between these and traditional (wired) networks.

(Cavalieri and Panno, 1997) proposed to interconnect IEC/ISA fieldbus networks
via an IEEE 802.11 wireless LAN backbone (using bridges), introducing modifications
to the 802.11 MAC in order to fulfil real-time requirements. (Pradhan and Chiueh, 1998)
describe a complete architecture for the interconnection of Ethernet and WaveLAN
(IEEE 802.11), including a mobility management mechanism. While in the wired part of
the network the traditional distributed-token passing REther MAC is used, a new
centralised token passing scheme (managed by each Base Station) is proposed for the
wireless MAC. Bounded message delivery is guaranteed even when mobile ESs are
performing handoff.

 (El-Hoiydi and Dallemagne, 2000) analyse how inter-cell mobility impacts real-
time performance in hybrid IEEE 802.3/802.11 networks. The same researchers are
currently working on a dedicated layer to provide bounded message delivery latencies
using the above standard MACs. A solution to this problem was presented in (Mock et
al., 2000), although interconnection with a wired network is not addressed.

 (Koulamas et al., 2001a) analyse candidate COTS wireless communication
technologies against DCCS requirements and conclude that UMTS, IEEE 802.11b and
HIPERLAN2 are the most suitable. They study the performance of a PROFIBUS
message cycle for the three previously mentioned wireless communication technologies
under different integration approaches. A similar work was carried out by (El-Hoiydi
and Decotignie, 2001), but addressing the Bluetooth protocol. They present the delay
performance of two-way (send data with acknowledge) transactions, under packet loss
probability caused by interfering piconets.

In (Bilstrup and Wiberg, 2000), the authors analyse the performance of Bluetooth in
industrial environments, showing its appropriateness for short-range wireless
communication. The same authors broaden their work in (Wiberg and Bilstrup, 2001),
providing an overview of wireless communications technology. They analyse the
adequateness of IEEE 802.11, HIPERLAN2 and Bluetooth to fulfil the communication
requirements of a diversity of industrial applications. They defend that as wireless
protocols provide increasingly higher throughput, new and more complex coding
schemes can be used (an innovative coding scheme – Deadline Dependent Coding – was
proposed to overcome the problems of low reliability of wireless media).
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2.3. Interconnecting heterogeneous communication networks

2.3.1. Interconnecting field level and higher level networks

During the “golden age” of MAP/MMS, several European projects (e.g ESPRIT Projects
5602 (FICIM), 5104 (CNMA) and 7096 (CCE-CNMA)) addressed the problem of
interconnecting different industrial communication networks. A number of gateways to
different networking levels were designed and developed. Examples include
MAP/MMS-PROFIBUS/FMS (Marcos et al., 1997), MMS-FILBUS (Tovar and
Cardoso, 1995), MMS-GPIB (CNMA, 1991) and MMS-TCP/IP (CCE-CNMA, 1994).
While these solutions might not have had widespread use in industry (due to the decline
of MAP/MMS), the philosophy inherent to their architectures is very much similar to the
one of current Internet/fieldbus gateways.

Nowadays, the main motivation for interconnecting field-level networks and higher
level networks is the trend towards Internet access to the factory floor. The “I can access
anything from anywhere” concept is definitely driving new strategies to tackle the
communication requirements of the modern factory (Rockwell, 2000; Renner, 1999).
Most fieldbus manufacturers (e.g. Hilscher, Deutschmann Automation, AEG/Schneider,
HMS and Bihl&Wiedemann) provide Ethernet TCP/IP gateways, and many researchers
are proposing solutions for Internet monitoring and maintenance of fieldbus networks
(Wollschlaeger, 1997; Knizak et al., 1997; Neumann and Iwanitz, 1997; Hutter and
Steiner, 1999; Palenski and Sauter, 2000; Pratl et al., 2001). With this interoperability,
COTS user-friendly interfaces (e.g. browsers) may be used for monitoring/control
(Hutter and Steiner, 1999) and management (Wollschlaeger, 1997; Knizak et al., 1997)
of fieldbus systems. Nevertheless, security issues must carefully analysed (Palenski and
Sauter, 2000).

A common approach for an Internet/fieldbus gateway is to make data in the fieldbus
accessible using protocols commonly used in the Internet, such as HTTP, FTP, SNMP,
ICMP, CORBA, RMI, DCOM, OPC (Soucek et al., 2000; Knizak et al., 1997;
Neumman and Iwanitz, 1997; Pratl et al., 2001). (Hutter and Steiner, 1999) suggest that
an Internet/P-NET gateway can be based on the VIGO platform, since VIGO controls
P-NET and can be controlled via OLE (over TCP/IP). (Tovar et al., 2001; Pacheco et al.,
2001; Ferreira et al., 2001) propose innovative admission control and scheduling
mechanisms that allow multimedia TCP/IP traffic to coexist with real-time control traffic
in a PROFIBUS-based DLL protocol.

Several companies provide Ethernet/fieldbus gateways, permitting the access to
process data over the Internet. Hilscher, Deutschmann Automation, AEG/Schneider,
HMS and Bihl&Wiedemann provide Internet (TCP/IP on top of Ethernet) gateways to
ControlNet, DeviceNet, PROFIBUS (DP, FMS), Interbus, CANopen, AS-I, ModBus,
ModBus Plus and RS232/485 (Modbus RTU/ASCII). Most of the times, the gateway
behaves as a master station in the fieldbus network, maintaining an updated image of
process data to be accessed from the Ethernet network (proxy-like behaviour). Since at
this point, there is no standard for the access to process data at the application layer (on
top of TCP/IP), the ModBus protocol is commonly used as the application layer.
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Due to the usage of the Modbus protocol on both sides of the intermediate system,
AEG/Schneider proposes a “Modbus to Ethernet Bridge” and a “Modbus Plus to
Ethernet Bridge”. Actually, these “bridges” maintain two internal tables mapping
Modbus MAC addresses to IP addresses. While Ethernet end-systems using TCP/IP can
function as Modbus masters, Ethernet may also be used just to connect multiple Modbus
networks. Similarly, (Kunert, 1997) proposes to break up distance limitations in current
fieldbus systems by interconnecting different PROFIBUS networks using an ATM
backbone.

2.3.2. Interconnecting dissimilar field level networks

Although fieldbus systems are in widespread use in industry, there is still a significant
number of devices that only communicate via a serial data interface (e.g., RS232),
usually using Modbus/Modnet higher layer protocols. Several companies provide
serial/fieldbus gateways (e.g. Hilscher’s PKV, Deutschmann Automation’s UNIGATE,
HMS’s AnyBus) to integrate these legacy systems into several fieldbus networks. These
gateways can operate in two different ways: either they maintain an internal image of the
(serial) device to which they are connected, or each individual frame is converted
directly between the two protocols.

Bihl&Wiedemann supplies a multitude of AS-I gateways that contain an AS-I
master responsible for maintaining an image of AS-I slaves. A fieldbus master accesses
this AS-I network image by communicating with the fieldbus slave (also) contained in
the gateway. Similarly, Deutschmann Automation’s CANopen-PROFIBUS-DP gateway
operates as a slave in the PROFIBUS network and as a master in the CANopen network.
Claiming more than 2000 gateway combinations, X-Link gateways (from SST)
apparently (available information is very restricted) convert frames between the two
networks. Additionally, Beeston (2001) refers a pioneer WorldFIP-HART gateway
implemented by Electricité de France R&D division (“Everest” tool for test and
validation of smart sensors and actuators).

There is a very limited number of relevant scientific papers addressing this topic.
(Sveda and Zezulka, 1997) have proposed several gateway architectures to interconnect
different fieldbus networks. Within the context of the CAROSSE project, a CAN-VAN
bridge was developed for the PSA Group and its behaviour was carefully analysed
(Castelpietra et al., 2000). While their work addresses in-vehicle applications, the
underlying ideas may also be useful for using CAN in industrial automation systems.

2.3.3. Interconnecting different domains of the same field level network

A fieldbus system can be divided into a number of logically separated domains, i.e.
nodes are grouped into a set of domains interconnected by devices with routing (address
filtering) functionality (e.g., bridges). By an appropriate assignment of nodes to domains,
traffic load can be significantly reduced in each individual domain, leading to a better
network performance and to shorter message response times. Communication between
two end-systems in one domain does not restrict communication between two end-
systems in another domain. Error-containment is also improved, since a problem in one
domain does not affect the others (e.g., lost token in token-passing fieldbuses).
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P-NET and ModBus are examples of fieldbuses that were conceived with the
previously described capability. P-NET Multi-Net Structure is based on “Multi-Port
Masters”, connecting logically separated domains. Moreover, these ISs behave like
routers, since the P-NET protocol incorporates variable address length capabilities. This
means that the address path defined between a master ES and a slave ES can include
routing through ISs (Multi-Port Masters). Modbus/Modbus Plus Bridges
(AEG/Schneider, 1996) have a functionality very similar to P-NET bridges. Each frame
contains a routing path, in order for the ISs to know if they should parse the frame or not.
Up to four ISs can be present in the message path between source and destination ESs. If
a data message for a remote ES is received at one of the IS ports, the IS stores the
message and then forwards it to a destination address (IS or ES) in the next network, as
soon as it has received the token to transmit to that network. The IS sends an immediate
acknowledgement to the originator of the message.

The PROFIBUS Standard defines an “extended addressing” scheme, but does not
specify some fundamental aspects about traffic between nodes in different domains,
namely the data transfer mechanisms and time-related issues. (Monforte et al., 2000b)
analyses the PROFIBUS Standard’s guidelines for segmentation and proposes a “bridge-
like” behaviour for the IS (somehow similar to the one proposed in (Kunert, 1997). In
order to fulfil the industrial need to connect PROFIBUS-DP to PROFIBUS-PA
networks, Siemens supplies the DP/PA Bus Coupler and DP/PA Link products.
However, they opted for a “proxy-like” gateway approach in the PROFIBUS DP/PA
Link and a “repeater-like” approach in the DP/PA Bus Coupler (Siemens, 2000). In the
former, two different logical rings exist (one on DP and the other on PA). The PA master
in the IS is responsible for maintaining an updated PA process data image which, in turn,
may be accessed through the DP slave of the IS. On the other hand, the DP/PA Bus
Coupler only translates 45.45 kbit/s asynchronous to 31.25 kbit/s synchronous messages
(acting as a repeater, therefore with a unique logical ring).

2.3.4. Interconnecting wired and wireless networks

Finally, there is also an enormous trend to provide DCCS with wireless communication
capabilities. Some recent achievements concerning research initiatives and currently
available products in the area of wireless communications for DCCS are described next.

Research Initiatives

Within the RFieldbus project (IST-1999-11316, High Performance Wireless Fieldbus in
Industrial Multimedia-Related Environment), a hybrid wireless/wired fieldbus system
architecture has been devised (Alves et al., 2000d). This approach is currently under
implementation and will be validated and demonstrated in two field trials. In the
Rfieldbus architecture, Intermediate Systems behave as repeaters, in order to maintain
full compatibility with legacy PROFIBUS nodes and to minimise communication
latencies and the complexity of the architecture (Alves et al., 2002). Moreover, ad-hoc
and structured wireless networks are possible, and a very simple but efficient mobility
management mechanism allows inter-cell mobility (Alves et al., 2002).

Two additional european projects addressed the extension of traditional fieldbus
networks to support wireless communications – MOFDI and OLCHFA. MOFDI project
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(ESPRIT 27035, Mobile Fieldbus Devices in Industry) objectives included providing an
interconnection between wired and wireless ESs for several fieldbus systems, supporting
real-time communications (Lawton, 2001). Unfortunately, although the project ended
mid-2001, no significant information concerning project results is available. Even less
information is available about the OLCHFA project (ESPRIT 7210, An Open Low-Cost
Time-Critical Wireless Fieldbus Architecture), which ended in 1994. A hybrid
wired/wireless fieldbus network based on FIP was envisaged, also with concerns as
regards the support of time-critical communications.

A different approach was adopted in the W2F project (Wireline/Wireless
Factory/Facility Fieldbus) framework (supported by the Austrian START programme),
since a completely new wired/wireless industrial communication protocol is being
conceived from scratch (Schmid, 1999). This is a basic research project that does not
rely on any already existent fieldbus systems, but rather on the use of a spread-spectrum
CDMA technology on both wired and wireless communications. The use of a common
MAC for wired and wireless communications allows to overcome the interoperability
problems arising from the use of traditional fieldbus and wireless networks.

In  (Wiberg and Svenson, 2000), the guidelines for a research project are proposed.
Like the previously mentioned project, CDMA technology will be analysed in order to
achieve a hybrid communication network for time and safety-critical applications.

Researchers from KVASER and Daimler-Chrisler carried out relevant work on the
wireless extension of CAN networks using Bluetooth technology (Fredriksson, 1999;
Wunderlich et al., 2000). While their framework addresses automotive applications, they
propose a MAC-less Bluetooth that may be applied to industrial real-time control
systems. To this purpose, a customised hard real-time MAC (DLL) should substitute the
default non real-time Bluetooth MAC. The IS would behave just like a bridge,
converting between the producer-consumer model of CAN and the source-destination
model of Bluetooth, if error detection/correction mechanisms would not be needed in the
Application Layer. Due to this reason, the IS behaves as a gateway. To our best
knowledge,  no mechanism for inter-cell mobility is proposed within this framework.

(Morel et al., 1995) proposes a proxy-like gateway architecture, where the produced
and consumed variables from the wireless ESs are local variables in the IS. Although the
authors propose a TDMA MAC for the wireless protocol, no wireless (physical layer)
technology is suggested. Since multiple-cells are not considered, inter-cell mobility is
not required in their approach.

(Willig, 1997) proposes an architecture able to support mobility between cells
(although no mobility management mechanism is described), where different base
stations (ISs acting as gateways) communicate via an ATM backbone. Nevertheless, the
ATM network just serves to interconnect base stations, since only wireless stations are
supported. A Flexible TDMA MAC is proposed for the wireless communication
protocol. Recent work by the same author now addresses the interconnection between
PROFIBUS and a wireless polling-based protocol, focusing on the real-time behaviour.
The author argues that the PROFIBUS DLL is not adequate for wireless
communications, since the probability of lost or corrupted tokens is non-negligible. This
assumption is based on theoretical (Willig and Wolitz, 2001) and experimental work
(Willig, 1999) on the behaviour of PROFIBUS over error-prone links, namely over a
DSSS physical layer (similar to the one of IEEE 802.11).
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(Lee and Lee, 2001; Lee et al., 2002) propose a scheme for integration of IEEE
802.11 wireless nodes in a (mono-master) PROFIBUS-DP network. The approach is to
use an application layer gateway acting as a protocol converter. The gateway performs a
role of translator between the two protocols by converting the format of a data frame. In
addition, the gateway implements a virtual polling algorithm at the Application Layer of
the wireless protocol, to reduce the uncertainty involved in accessing the wireless
network. The described experimental results show the feasibility of the proposed
solution for industrial applications involving mobile devices.

Similarly to AEG/Schneider’s “Modbus to Ethernet Bridge” and the proposal
encountered in (Morel et al., 1995), (Cavalieri and Panno, 1997) proposed to
interconnect IEC/ISA fieldbus networks via an IEEE 802.11 wireless LAN backbone
(using bridges). Nevertheless, some modifications to the 802.11 MAC are needed in
order to fulfil real-time requirements. Previously, (Cavalieri et al., 1994) proposed a
similar solution using a FDDI backbone instead.

There are several proposals for the interconnection between (wired) Ethernet ESs
and wireless ESs. Nevertheless, only a few (El-Hoiydi and Dallemagne, 2000; Pradhan
and Chiueh, 1998) look for real-time guarantees. The former analyses how inter-cell
mobility impacts real-time performance in hybrid IEEE 802.3/802.11 networks.
Moreover, the authors are currently working on a dedicated layer to provide bounded
message delivery latencies using the above standard MACs. A solution for this problem
was presented in (Mock et al., 2000), although interconnection with a wired network is
not addressed. (Pradhan and Chiueh, 1998) describe a complete architecture for the
interconnection between Ethernet and WaveLAN, including a mobility management
mechanism. While in the wired part of the network the traditional distributed-token
passing REther MAC is used, a new centralised token passing scheme (managed by each
Base Station) is proposed for the wireless MAC. Bounded message delivery is
guaranteed even when mobile ESs are performing handoff.

In (Decotignie et al., 2001), the authors present an overview of different
architectures for hybrid wired/wireless fieldbus systems.

Currently available products

Quite often, the available technical information about commercial products is very
superficial. However, it is worthwhile to present some of their characteristics. ALSTOM
provides a radio extension to WorldFIP networks (REKA120-WorldFIP, developed by
ST2E) that has a very simple and transparent repeater behaviour.  It permits to set up ad-
hoc networks (just wireless End Systems), wired/wireless interconnection and
redundancy over the wireless medium. Mobility management is not supported; the IS
just converts between 1 Mbit/s synchronous transmission (wired) and 1.2 Mbit/s
asynchronous transmission (wireless). Several companies supply infrared extensions to
fieldbus networks (e.g. Hirchmann), which are only adequate for short length line-of-
sight connections.

The Finish company Elektrobit has developed the WUCS – Wireless Underground
Communication System, for the control of moving production equipment in underground
mines. This system is composed of a wireless part based on a cellular network principle
and of a fixed core wired network based on ATM technology, connecting Base Stations
(interconnecting the wired and wireless networks) and end-systems dedicated to control.



16 Survey of Technologies and Related Work

WAVEcan (KVASER) provides a wireless extension to CAN, using Bluetooth
technology. By default, the IS behaves as a transparent repeater. Nevertheless, it is
possible to put the IS working as a bridge, filtering the message stream so that only a
subset of the CAN messages are relayed to the air. A 125 kbit/s bit rate is supported.
Importantly, KVASER refers that there is an internal delay in the IS, to be considered in
a real-time system, but does not provide any detailed information on that subject.

2.4. Summary

This chapter presented an overview of communication networks for Distributed
Computer-Controlled Systems in Industrial Environments. First, a brief history of
fieldbus networks and standards and how Industrial Ethernet has recently appeared as a
prominent candidate for supporting factory communications above field level was
presented. Then, some standard wireless communication protocols that might pave the
way for the integration of radio communications with legacy communication systems,
while coping with dependability and real-time requirements were described. The issue of
heterogeneity in factory communication systems has also been addressed and it has been
surveyed how the interconnection of different communication networks can be achieved
in the different approaches.



Chapter 3

Federating Communication System

This chapter focuses on the federating communication infrastructure for the hybrid
wired/wireless fieldbus network. It starts by discussing the rationale beyond the
appropriateness of the PROFIBUS protocol to play that role and by describing how
this fieldbus protocol fulfils some important technical requirements. The
characteristics of the PROFIBUS protocol that are most relevant within the scope
of this thesis are then presented. The chapter ends with a survey on some of the
most important research work on PROFIBUS networks.

3.1. Introduction

This thesis addresses the extension of a traditional (wired) fieldbus network to support
wireless and mobile nodes. This hybrid wired/wireless network could potentially be
based on different fieldbus systems, taking into account that their characteristics often
overlap. PROFIBUS has however a number of advantages, since it gathers a set of
features that are relevant for the targeted architecture. These features are described next.

PROFIBUS is the world's leading fieldbus standard for manufacturing automation
and process control (over 20% market share). Since it is standardised under the Fieldbus
Standards EN 50170 and IEC 61158, stability and openness for users and vendors are
guaranteed.

PROFIBUS-DP, one of the PROFIBUS communication profiles, offers one of the
fastest transmission speed available today in a fieldbus system (12 Mbit/s). This is an
important characteristic to support multimedia bandwidth-consuming applications,
which are more than ever a requirement in industrial DCCS. Moreover, and for that
purpose, its ability to support significant amounts of data in the Data Link Layer (DLL)
frame (246 bytes per frame) minimises the need for packet segmentation, if IP tunnelling
is envisaged.

PROFIBUS has another interesting feature. It is designed to support high-priority
and low-priority messages. This is most important when both time-critical and non time-
critical traffic coexist. The PROFIBUS MAC protocol, being based on the measurement
of the token rotation time, induces a well-defined timing behaviour for the transferred
messages, since the token cycle duration is upper-bounded. Therefore, the PROFIBUS
protocol is able to support real-time traffic, with bounded response times (Tovar and
Vasques, 1999a).

The PROFIBUS ring maintenance mechanisms also seem appropriate to handle
wireless/mobile stations. However, there are some aspects that must be carefully
assessed. The PROFIBUS MAC is based on token passing between master nodes.
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Therefore, the fact that some of the masters are wireless and mobile may cause some
problems. Degraded radio quality and handoff (between radio cells) may endanger the
token passing procedure, affecting the dependability and responsiveness of the network.
This means that the wireless Physical Layer (PhL) must have an acceptable level of
reliability (equivalent to the wired PhL), and the architecture must encompass a (inter-
cell) mobility management mechanism that does not degrade dependability and
responsiveness.

The error detection and correction mechanisms of the PROFIBUS DLL are
potentially suitable to ensure an acceptable level of reliability to the application layer.
The parity bit for every transmitted character, the start and end frame delimiters with
Hamming Distance 4, the Frame Check Sequence field in the DLL frame and the
Message Cycle Control are examples of such mechanisms.

It should be noted that the particular characteristics of the chosen fieldbus protocol
(PROFIBUS, in our approach) impact the architectural decisions that are made in
Chapter 4. The remainder of this chapter presents the most relevant characteristics of the
PROFIBUS DLL protocol in the context of this thesis and surveys the most relevant
research work on PROFIBUS, mainly concerning its real-time performance.

Throughout this thesis, parameters denoted as ‘T’ are expressed in bit times while
parameters denoted as ‘t’ are expressed in seconds.

3.2. Main characteristics of the PROFIBUS Data Link Layer

3.2.1. General features

PROFIBUS is one of the fieldbus solutions of the General-Purpose Fieldbus
Communication System European Standard – EN 50170 (1996). The PROFIBUS
layered architecture is based on the ISO/OSI reference model. Only three layers are
implemented: Physical Layer (PhL), Data Link Layer (referred as Fieldbus Data Link
Layer – FDL – in the standard) and Application Layer (AL). Two communication
profiles – PROFIBUS-FMS (Fieldbus Message Specification) and PROFIBUS-DP
(Distributed Peripherals) – and several application profiles (e.g., PA – Process
Automation) are supported. Every profile allows for single or multiple master systems,
with a maximum of 32 stations (masters/slaves) per segment (without repeaters) and of
126 stations in one network (with repeaters).

PROFIBUS-FMS was designed for cell level applications, due to the potentiality of
the application layer (reduced version of MMS – Manufacturing Message Specification).
Nevertheless, in order to ensure fast and efficient data transmission, the PROFIBUS
standard also provides a lighter communication profile, called PROFIBUS-DP. Its
streamlined architecture uses only the physical layer and data link layer as well as a user
interface, which substitutes the application layer. Typically a mono-master system,
PROFIBUS-DP is a performance-optimised version of the PROFIBUS protocol and is
gradually substituting PROFIBUS-FMS.

In PROFIBUS, a master can send a message on its own initiative, once it gains the
right to access the bus. On the other hand, slaves do not have bus access initiative and
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they can only acknowledge or respond to requests from masters. Generally, slaves are
peripherals such as I/O devices, valves, drives, etc. Therefore, bus access is based on a
hybrid, decentralised/centralised method.

The token, that represents the right to access the bus, circulates in a logical ring
composed by the masters. This token passing mechanism is based on a simplified timed
token protocol (Grow, 1982), which is a well-proved solution for real-time
communication systems (Agrawal et al., 1994; Montuschi et al., 1992; Zheng and Shin,
1995). Then, when a master station holds the token, it uses a master-slave procedure to
communicate with slave stations.

PROFIBUS allows distinguishing between high priority and low priority messages.
The latter can be further divided in three subtypes:

- Cyclic low priority message cycles (Poll Cycle), that represent the execution of
the requests contained in the poll-list;

- Acyclic low-priority message cycles, which comprise application and remote
management services;

- Gap maintenance cycles, that are actions taken to determine the status of the
other stations in order to support dynamic changes in the network.

3.2.2. Data transfer services

The PROFIBUS FDL offers three acyclic and one cyclic data transfer services:
- Send Data with Acknowledge (SDA);
- Send Data with No acknowledge (SDN);
- Send and Request Data (SRD);
- Cyclic Send and Request Data (CSRD).
The SDA service allows an user to send data to a single remote station. If an error

occurs, the data transfer is repeated. The SDN service allows an user to transfer data to a
single remote station, to many remote stations (Multicast), or to all remote stations
(Broadcast) at the same time, without any confirmation. The SRD service allows an user
to transfer data to a single remote station and at the same time to request data from the
remote station. If an error occurs, the data transfer is repeated. Finally, the CSRD service
allows an user to poll remote stations (using SRD data transfers). The list of the devices
to be polled is called the Poll List.

3.2.3. Message Cycle

An important PROFIBUS concept is the Message Cycle, which comprises the request
frame sent by the initiator (always a master) and the associated acknowledgement or
response frame from the responder (usually a slave, but  can also be a master).

The acknowledgement or response must arrive before the expiration of the Slot
Time, otherwise the initiator repeats the request. However, before issuing a new request,
the initiator must wait a time interval defined by the Idle Time parameter. This creates
the inter-frame synchronising period of idle bits each Action Frame should be preceded
by. Additional detail on the Idle Time and Slot Time parameters will be presented in
Sections 3.2.9 and 3.2.10, respectively.
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Throughout this thesis, the terms “Message Cycle”, “Message Transaction” and
“Transaction” are used interchangeably.

3.2.4. Token passing mechanism

The token is passed between masters in ascending order, up to the master with the
highest address, which passes the token to the master with the lowest one. Each master
knows the address of the previous station (PS), the address of the following station (NS)
and its own address (TS).

If a master receives the token from a station that is not its previous station (PS), it
assumes an error has occurred and does not accept the token. However, if it receives a
subsequent token from the same station, it shall accept the token and assume that the
logical ring has changed. In this case, it updates the originally PS value by the new one.

If after transmitting the token frame and after expiration of the Syn Time (TSYN = 33
bits) within the Slot Time, the master receives a frame, it assumes that its successor
owns the token and ceases monitoring the activity on the bus.

If the master does not recognise any bus activity within the Slot Time, it repeats the
token frame and waits another Slot Time. If it recognises bus activity within the second
Slot Time, it stops working as an active master assuming a correct token transmission.
Otherwise, it repeats the token transmission to its next station for the last time. If after
the second retry, there is no bus activity, the token transmitter tries to pass the token to
the next successor. It continues repeating this procedure until it has found a successor
from its list of active master stations.

3.2.5. Message dispatching

At token reception, the period during which the current master station is allowed to
perform message cycles - Token Holding Time (TTH) - is computed as:

RRTRTH TTT −= (3.1)

where TRR - Real Rotation Time - is the time between two consecutive token receptions
and TTR - Target Rotation Time - is the expected time for a token cycle.

Figure 3.1 gives a clear description of the algorithm used for the message
dispatching. When a master station receives the token, it may transfer at least one high
priority message, even if TTH < 0 (�). After that, if there is Token Holding Time
available, the other pending high priority message cycles are processed (�). A master
only processes other message cycles if there is still available Token Holding Time after
processing all high priority messages. It should be pointed out that once a message cycle
is started, it is always completed, including any retry (retries), even if TTH < 0.

The processing of the Poll List is only started after all requested high priority
message cycles have been processed (�). After each complete Poll Cycle (say all entries
of the Poll List have been processed) the requested low priority message cycles are
performed in turn (�).
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Figure 3.1: Message dispatching algorithm
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The order in which low priority message cycles are performed obeys to the
following rules:

- If the Poll Cycle is completed within the Token Holding Time, the low priority
message cycles are carried out within the remaining Token Holding Time. A
new Poll Cycle starts at the next receipt of the token;

- If at the end of the Poll Cycle there is not any further Token Holding Time
available, the requested low priority message cycles are processed at the next
token receipt that has Token Holding Time available for low priority message
cycles. After that, a new Poll Cycle starts;

- If the Poll Cycle takes several token visits, the Poll List is Processed in
segments, but without being interrupted by low priority message cycles. Low
priority message cycles are performed only at the end of a complete Poll Cycle.

After all high and all low priority message cycles have been processed, if there is
still time available (TTH > 0) and if TGUD has expired, the master processes one (at most
one per token receipt) GAP update message cycle (�). Otherwise, the GAP is updated at
the next token reception, after all high priority message cycles have been processed.

3.2.6. Ring maintenance mechanisms

In order to maintain the logical ring, PROFIBUS provides a decentralised (active in
every master station) ring maintenance mechanism. Each PROFIBUS master maintains
two tables – the Gap List (LGAP) and the List of Active Stations (LAS) and may
optionally maintain a Live List.

The Gap List consists of the address range from TS (‘This Station’ address) until NS
(‘Next Station’ address, i.e., the next master in the logical ring). This includes all
possible addresses, except the address range between HSA (Highest Station Address, that
cannot be a master’s address) and 127, which does not belong to the Gap List. Each
master station in the logical ring starts to check its Gap addresses every time its Gap
Update Timer (TGUD) expires. This mechanism allows masters to track changes in the
logical ring due to the addition (joining) and removal (leaving) of stations. This is
accomplished by examining (at most) one Gap address per token visit, using the
‘FDL_Request_Status’ frame. After a complete GAP check, which may last several
token rotations, TGUD is reset to a multiple of the Target Rotation Time (TGUD = G × TTR),
where G is the Gap Update Factor, a PROFIBUS DLL parameter.

The LAS comprises all masters in the logical ring and is generated in each master
station when it is in the Listen Token state, after power on. This list is also dynamically
updated during operation, upon receipt of token frames. Concerning the Live List, there
is the need for an explicit demand from the FDL user (above the DLL), via a
management (FMA1/2) request. A ‘FDL_Request_Status’ frame is sent (in a cyclic way)
for each destination address (0 to 126), except to the master stations, since they are
already registered in the LAS. The correctly responding stations and the master stations
in the LAS are entered in the Live List as existing master or slave stations.

Additionally, in order to enhance the communication system’s reliability,
PROFIBUS handles several error states, concerning logical ring management, such as
multiple tokens (in one segment), lost token, error in token passing, multiple assignment
of station addresses and stations with faulty transceivers.
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3.2.7. Frame formats

In the asynchronous (RS-485) version of the PROFIBUS PhL (v1), each frame is coded
in UART characters (Figure 3.2). Each UART character comprises eleven bits: one start
bit (binary 0), eight data bits (octet), one (even) parity bit and one stop bit (binary 1).

8 data bits

0 POctet 1

Stop bitParity bitStart bit

Figure 3.2: The UART character

Each Action Frame, that is the first frame transmitted in all transactions, must be
preceded by a synchronisation period of at least 33 idle bit periods (TSYN). Every frame
starts with a start delimiter (SD) that characterises its type (Table 3.1).

Table 3.1: Start Delimiters and frame types

Start Delimiter Hexadecimal Value Frame Type
SD1 10 Fixed length frame with no data field
SD2 68 Frame with variable data field length
SD3 A2 Frame with fixed data field length
SD4 DC Token Frame

Figure 3.3 depicts the different frame formats defined by the PROFIBUS standard,
except for the short acknowledgement frame. This one comprises a single character
(SC = E5) and is used for positive acknowledgements of SDA requests and negative
acknowledgements of SRD requests.

SD1

Information field

DA SA FC FCS ED

SD3

Information field

DA SA FC FCS EDDATA

SD2

Information Field (L octets)

DA SA FC FCS EDDATALE LEr SD2

SD4 DA SA

8 octets of data

Figure 3.3: Frame formats

A fixed-length frame (request or acknowledgement) with no data field has a starting
delimiter SD1, followed by the Information Field, which comprises the destination
address (DA), the source address (SA) and the frame control (FC). The two last fields of
the frame are the frame check sequence (FCS) and the end delimiter (ED), which is
always the hexadecimal value 16.
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Frames with fixed-length data field have starting delimiter SD3, followed by the
Information Field, which also comprises a data field (DATA) with a fixed length of eight
octets. Frames with variable data field length have start delimiter SD2 and include the
length field, which is duplicated for reliability reasons (LE=LEr, between 4 and 249).
The Information Field comprises the DATA field, with a length varying from 1 octet
minimum to 246 octets maximum. The token frame is composed of the start delimiter
(SD4) and the source and destination address fields.

3.2.8. Extended addressing scheme

The structure of the address field (both source and destination) is quite simple: the least
significant bits (b0 to b6) represent the address of the station itself, whereas the most
significant one (b7) is the extension bit. This bit indicates the presence or absence of an
extension address in the data unit after the frame control field (FC).

Both source and destination extension addresses have the same structure as the
station addresses. However, the seventh bit of the extension address is no longer used to
encode the address itself, indicating instead whether the remaining six bits represent a
LSAP or a segment/region address. Hence, as illustrated in Figure 3.4, the Data Field
consists of the (FDL or FMA1/2) User Data and an Address Field.

Data Field

DAE SAE DATAFC

Extended Address Field (4 octets at most)

Figure 3.4: Address extensions in the Data Field

The extended addressing is applicable neither to the token frame nor to frames with
no data unit. This means that only fixed and variable data length frames (starting
delimiters SD2 and SD3) can be relayed through different segments of the network,
according to extended addresses.

3.2.9. Additional details on the Idle Time parameters

The idle time is a period of physical medium inactivity that is inserted by master stations
between consecutive message cycles. After an acknowledgement, response or token
frame (Figure 3.5), a master station inserts an idle time with a value given by:

( ) ,min,max1 SDISDRSMSYNID TTTTT += (3.2)

where:
- TSYN is the synchronisation time, the minimum time interval during which

each station must receive idle state from the physical medium (33 bits);
- TSM is a safety margin;
- min TSDR is the minimum station delay of responders
- TSDI is the station delay of the initiator.
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Throughout this Thesis, the station delay of the responder tSDR (TSDR in time units)
will be referred as responder’s turnaround time – trt. This is the time elapsed since a
Responder ends receiving a request PDU, until it starts transmitting the correspondent
response PDU.

Initiator

Responder

Req/Token frameAck/Resp/Token frame

TID1

TTD

TTD Transmission Delay

Figure 3.5: Idle Time parameter TID1

After an unacknowledged request frame (Figure 3.6), a master station must insert an
idle time which is given by:

( ) max,max2 SDRSMSYNID TTTT += (3.3)

where max TSDR is the maximum station delay of responders.

Initiator

Receiver

Req/Token frameUnack Req frame (SDN)

TID2

TTD

TTD Transmission Delay

Figure 3.6: Idle Time parameter TID2

The idle time parameters can be set in a per-station basis, i.e. each master station
can hold different values for the (TID1, TID2) pair. Eq. (3.2) and (3.3) are valid for a single
segment network. As it will be seen later on, in a hybrid wired/wireless communication
network composed of physical mediums with different bit rates and (Physical Layer)
frame formats, the idle time parameters must be derived differently and at the light of a
much more complex reasoning. This issue will be addressed in Chapter 6.

3.2.10. Additional details on the Slot Time parameter

The Slot Time is a parameter used by a master station to detect communication or station
errors that lead to abnormal physical medium inactivity. A master station always checks
if the time elapsed between the last bit of a transmitted frame and the first bit of the
following frame (transmitted by another station) is smaller than the Slot Time. If this
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does not happen, the master station either retransmits the frame (request or token) or
aborts the transmission.

An example of the use of the Slot Time parameter is illustrated in Figure 3.7, for the
case of an acknowledged request frame. In the first scenario, the message transaction is
completed successfully, since the response/acknowledgement frame was received within
the Slot Time. On the other hand, in the second scenario, the Slot Time expired without
receiving any response/acknowledge frame. In this case, the initiator either retries or
aborts the message transaction, depending on the value of the max_retry_limit parameter
(in the case of the token, the number of retries is fixed to 2, as described in
Section 3.2.5).

Request

TSL

Ack/Resp
turnaround

time

Retry/Abort

1st Scenario – Transaction completed

2nd Scenario – Timeout occurred

Request

t

t

Figure 3.7: Using the Slot Time parameter

In order to set the Slot Time parameter, it is necessary to compute two different
components – TSL1 and TSL2. TSL1 is the maximum time the initiator waits for the complete
reception of the first character of the acknowledgement/response frame, after
transmitting the last bit of the request frame (Figure 3.8).

Initiator

Responder

Request frame

Ack/Resp frame

max TSDR

UC UART character (11 bits)

TSL
TTD

TTD Transmission Delay TSM Safety Margin

TSDR Station Delay of Responder

UC TSM

Figure 3.8: Slot Time TSL1

TSL1 can be computed as follows:

 11max21 SMSDRTDSL TbitTTT +++⋅= (3.4)

TSL2 is the maximum time the initiator waits after having transmitted the last bit of
the token frame until it detects the first bit of a frame (either a request or the token)
transmitted by the station that received the token (Figure 3.9).
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Figure 3.9: Slot Time TSL2

TSL2 can be computed as follows:

 11max2 12 SMIDTDSL TbitTTT +++⋅= (3.5)

Contrarily to the Idle Time parameters, all the master stations in the network must
set the Slot Time parameter to the same value (this is imposed by the token passing
mechanism), which is the maximum between TSL1 and TSL2:

( ) ,max 21 SLSLSL TTT = (3.6)

While Eqs. (3.5) and (3.6) are valid for a single segment network, for a hybrid
communication network composed of wired and wireless stations interconnected by
repeaters, determining the appropriate TSL value becomes a much more complex issue.
This issue will be addressed in Chapter 7.

3.3. Real-time communication using PROFIBUS networks

Most distributed computer-controlled systems (DCCS) impose real-time requirements.
In general, the issue of guaranteeing real-time requirements is the one of checking, prior
to run-time, if the worst-case execution time of each of its tasks is smaller than the
admissible response time. In DCCS, where some application tasks are communicating
ones, the evaluation of the message’s response time is of paramount importance. The
message’s response time is mainly dependent on the medium access delay (contention
due to other messages in the queue and due to other stations holding the token), the
message length and the transmission delay.

In (Vasques and Juanole, 1994) the authors provide a real-time analysis of
PROFIBUS messages. However, they do not consider that PROFIBUS message requests
are queued in a FCFS (First-Come-First-Served) queue. Furthermore, their analysis does
not provide any estimation of the worst-case response time of each individual message.

In (Li and Stoeckli, 1996), the authors determine the maximum period for cyclic
messages (CSRD). In their approach, message deadlines are guaranteed since the token
cycle time is bounded. The major drawback of this approach is that, in order to evaluate
the token cycle time, neither high-priority traffic nor low-priority traffic (other than
cyclic traffic) is allowed. This is very restrictive in terms of using PROFIBUS to support
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real-time DCCS applications. Moreover, ring management traffic is not considered in
their approach, since this traffic is mapped into non-cyclic low priority messages
(FDL_Request_Status messages).

In (Tovar and Vasques, 1999a), the authors suggest two different approaches to
guarantee the real-time behaviour of the synchronous traffic in the PROFIBUS networks.
In the first approach – the Unconstrained Low Priority Traffic Profile, the real-time
requirements for the synchronous traffic (high priority) are satisfied independently of the
asynchronous (low priority) traffic load, since the protocol guarantees that at least one
synchronous message is transmitted per token visit. In this way, it is possible to have a
guaranteed real-time approach for the message streams provided that the relative
deadline for the synchronous message streams is larger than the worst-case message
response time, which is given by:

k
i

k
cycle

kk
i

kk
i ChTnhChQR +×=+= (3.7)

where nhk is the number of synchronous message streams generated in master k, Tk
cycle is

the worst-case token rotation time and Chi
k is the worst-case duration of synchronous

message cycle i issued by master k. The exact characterisation of the cycle time
properties of the PROFIBUS token is developed in (Tovar and Vasques, 1999b), which
permits the evaluation the Tk

cycle parameter in Eq. (3.7).
Implicit to Eq. (3.7) is the FCFS behaviour of PROFIBUS MAC message queues.

Additional work can be found in the literature on how the real-time capabilities of
PROFIBUS networks can be improved if priority-based strategies are implemented for
serving the synchronous traffic. For instance, in (Tovar and Vasques, 2000), guaranteed
approaches for both fixed priorities and deadline-based priorities are described.

The analysis in (Tovar and Vasques, 1999b) and (Tovar and Vasques, 1999a) lead
to pessimistic results if applied to mono-master systems, since the authors consider
always the worst-case token rotation time. Moreover, the evaluation of response time
guarantees for low priority messages is not addressed. (Monforte et al., 2000a) presents a
new methodology for evaluating the worst-case message response time in systems where
high-priority and cyclic low-priority traffic coexist in mono-master networks, where the
real-time traffic is supported either by high-priority or by cyclic poll PROFIBUS
messages (CSRD).

Concerning the performance of PROFIBUS, (Hong and Kim, 1997) analyse the
relationship between the message delay at the DLL (simulation) and the message delay
at the user layer (experimental) for PROFIBUS-FMS. (Cena et al., 1997) analyse the
performance characteristics of PROFIBUS-DP and CAN, taking into account parameters
such as user data rate (maximum bit rate as seen by the DLL user), data coding
efficiency (coding overhead of the physical and data link layers) and medium access
efficiency (overhead of the MAC). For the latter, in spite of considering the overhead
introduced by token-passing, they do not consider the time spent with ring management
messages (GAP update FDL_Request_Status messages), which may be relevant for low
values of the G factor. They conclude that, from a general point of view, the two
protocols are very similar. (Benito et al., 1999) extend this analysis to two other
fieldbuses: Modbus Plus and PROFIBUS-FMS. For these, the performance of the cyclic
services is also analysed.
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(Marcos et al., 2000) present a software tool called BERTA (Basic Environment for
Real-Time Systems), for the schedulability analysis and simulation of distributed
systems based on CAN and PROFIBUS networks. For the particular case of
PROFIBUS, BERTA uses worst-case response time analysis results from (Tovar and
Vasques, 1999a). (Chávez and Thomesse, 2000) analyse and compare several MAC
protocols, considering both the temporal requirements of real-time applications and the
characteristics of the services provided by the communication system in order to fulfil
requirements such as message transfer delay, periodicity, jitter, temporal coherence and
spatial coherence.

Several authors have proposed changes to the PROFIBUS MAC mechanism, in
order to improve its timing behaviour. The most relevant (Vasques, 1996; Li, 1996;
Tovar, 1999) consider constraining the low-priority traffic in order to avoid priority
inversions in the network. This strategy increases the high-priority traffic schedulability,
in a way that high-priority traffic in one station not being (so) prejudiced by low-priority
traffic in other stations. (Tovar et al., 2001; Ferreira et al., 2001) overcome this problem
by implementing a scheduling mechanism above the PROFIBUS MAC that guarantees
no late tokens.

(Lo Bello and Mirabella, 2001b) presented a strategy to modify PROFIBUS token-
passing policy, called the Rotating Ring, and compare its performance with the one of
the standard PROFIBUS. One of the objectives is to increase fairness in the same sense
as the “constrained low-priority traffic” strategy (high-priority traffic not being affected
by low-priority traffic). Another objective is to reduce bandwidth waste, avoiding
passing the token to stations that have nothing to transmit (lower dynamics). The
Rotating Ring is composed of two virtually separated logical rings on the same physical
medium, using the same token. Stations with higher transmission dynamics belong to
one of the logical rings –A, in which the token rotates more frequently than in the other
logical ring – B. For each token cycle in ring A (stations with higher dynamics), there is
one token holding time for one station in ring B (stations with lower dynamics). The
major drawback of this mechanism is that it implies changes in the PROFIBUS MAC.

Several authors have addressed the dependability characteristics of PROFIBUS. In
(Willig, 1999; Willig and Wollisz, 2001), the authors investigate the behaviour of the
PROFIBUS MAC over error prone physical media (e.g., wireless). They show that, for
multi-master PROFIBUS networks, the protocol is very sensitive to loss/corruption of
control frames (token and ring maintenance FDL_Request_Status frames), specially the
token frame (which is not protected by a checksum). The error-detection capability of
the PROFIBUS 8-bit FCS field is proved to be significantly inferior to the commonly
used 32-bit checksums, in spite of the comparison not being fair (the FCS is 4 times
shorter). They defend that while PROFIBUS ring stability is seriously degraded for
physical layer BERs (Bit Error Rates) in the order of 10-2 to 10-3, for BERs a magnitude
smaller (10-4), PROFIBUS behaviour improves significantly, since message losses are
rare. Nonetheless, (Miaoudakis et al., 2000) conclude that current wireless
communication technologies provide a BER smaller than 10-5, in typical industrial
environments, while still satisfying relatively high bit rate (2 Mbit/s), a significant radio
coverage (70 m) and are able to cope with high delay spreads (200 ns) and path losses
(100 dB). Therefore, the PROFIBUS DLL seems to be potentially adequate for such
wireless PhLs.
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Besides the previously referred aspects, Willig and Wollisz suggest a number of
changes to the PROFIBUS protocol, in order to improve its ring stability. The most
interesting are a new method for setting timeout timers (TTO) and an additional protocol
feature. The new timer setting tries to prevent the breakdowns of the ring by forcing the
timeout timer for current ring members to expire first, while the additional protocol
feature aims at re-including lost stations as fast as possible. Importantly, stations with the
modified MAC can interoperate with unchanged protocol stations, in the same network.
Moreover, these improvements do not impose bandwidth or delay overhead.

In (Li, 1996), the author analyses the inaccessibility characteristics of PROFIBUS.
Network inaccessibility is the time spent recovering from (usually but not necessarily)
abnormal situations, i.e. time intervals when PROFIBUS does not provide regular
service, although the network has not failed permanently. The author determines best
and worst-case inaccessibility times for single and multiple station insertion, token loss,
single and multiple station failure and inconsistency in the LAS (List of Active Stations)
situations. The worst-case inaccessibility times must be added to the worst-case
transmission delay (expected in the absence of faults) in order to get the worst-case
response time. Additionally, the author proposes a set of rules to reduce worst-case
inaccessibility times through network planning and parameterisation. The minimum
HSA (Highest Station Address) policy (the HSA should be set to the lowest value
possible), the address ordering policy (stations that may be subject to the same common-
mode fault should have adjacent addresses) and the address assignment policy (master
stations with lower addresses than slave stations). These mechanisms not only lead to a
significant reduction in worst-case inaccessibility times, but also introduce no changes to
the PROFIBUS protocol.

(Lo Bello and Mirabella, 1999) analyse the behaviour of PROFIBUS considering
permanent and temporary faults in the physical medium (bus), in slave stations and in
master stations. They also propose a Stochastic Petri Net model that permits to analyse
the fault tolerance behaviour of PROFIBUS and present some numerical results resulting
from a simulation. (Carvalho and Portugal, 2001) present a framework to model and
evaluate the dependability of fieldbus networks in the presence of faults, through
Markov Chains. Several architectures are analysed, considering different operating
modes, topologies and fault types. Nevertheless, since the abstraction level is
considerably high, further work is necessary to adapt these models to each particular
fieldbus network.

Another issue that has been gaining increasing attention is the support of
multimedia traffic over PROFIBUS networks. Within the framework of the IST
RFieldbus project, industrial multimedia TCP/IP applications are supposed to coexist
with PROFIBUS-DP control applications. The integration of TCP/IP within the
PROFIBUS protocol stack must provide an adequate Quality of Service to the supported
TCP/IP applications, while guaranteeing that the timing requirements of the control-
related traffic (“native” PROFIBUS traffic) are always satisfied. Such integration is
achieved through three sub-layers: IP-Mapper, Admission Control and Scheduler and
Dispatcher (Pacheco et al., 2001; Tovar et al., 2001; Ferreira et al., 2001). A more
limited solution is proposed by (Sempere et al., 2001; Blanes et al., 2001), which
encompasses an “image transport system” over PROFIBUS-DP networks. The proposed
architecture neither supports standard TCP/IP applications nor the coexistence of
multimedia and PROFIBUS-DP applications in the same network station.



Chapter 4

Principles and Design Rules for the
System Architecture

This chapter discusses the architecture for a wired/wireless PROFIBUS-based
network. First, the different components of such a network are characterised. Then,
some major design alternatives are presented, justifying the choice for an approach
where the Intermediate Systems behave as repeaters. In addition to this, some
design rules that govern the proposed approach are introduced in detail. Finally, an
innovative mechanism that is able to support inter-cell mobility with the desired
requirements is described.

4.1. Introduction

This chapter focuses on the major design alternatives for a hybrid wired/wireless
PROFIBUS-based network. It starts by defining the major components of the
Communication Network: Wired and Wireless End Systems, Structuring, Linking and
Structuring & Linking Intermediate Systems, Wired Domains, and Ad-hoc and
Structured Wireless Domains (Section 4.2). Then, some examples of possible
Communication Network topologies are presented, together with the definition of some
basic interoperability rules.

At this point, PROFIBUS-DP is assumed as the user interface on both wired and
wireless End Systems (ESs). It is also assumed that wired ESs use PROFIBUS Data
Link and Physical Layers. The Data Link and Physical Layers of wireless ESs and ISs
are initially open. Given that even within this more restrict scope (PROFIBUS-based
network), different design alternatives for the hybrid wired/wireless network architecture
can be devised.

The behaviour of the Intermediate Systems operating at Physical, Data Link and
Application Layers is briefly analysed, to the point where the option for a Layer 1
Intermediate System is sustained. Some additional interoperability rules for the adopted
repeater-based approach are also presented and a simple and time bounded mobility
management mechanism is briefly described.

In the remainder of this thesis, the term “PDU” (Protocol Data Unit) will be used
interchangeably with the term “frame” (previously used in Chapters 2 and 3) and the
terms DLL PDU (Data Link Layer PDU) and PhL PDU (Physical Layer PDU) will be
used to refer PDUs at the DLL and PhL, respectively.
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4.2. Network components

Throughout this thesis, the hybrid wired/wireless fieldbus network will be simply
referred to as the “Communication Network”. In this section, the different components
of such a Communication Network are described.

4.2.1. End Systems and Intermediate Systems

A Communication Network (Figure 4.1) is basically constituted by devices that support
end-user applications/services and network interfaces – End Systems (ESs) – and by
devices that are used for network interconnection – Intermediate Systems (ISs). The End
Systems can have a wired or wireless interface, i.e., they can be Wired End Systems
(WRESs) or Wireless End Systems (WLESs).

IS

Intermediate System

WLES
WRES

WRES

WRES

IS WLES Wireless End System

WRES Wired End SystemWired Physical Medium

Wireless Physical Medium

ISWLES

WLES

Figure 4.1: Example of a hybrid wired/wireless communication network

4.2.2 Wired and Wireless Communication Domains

A set of End Systems and Intermediate Systems that communicate directly via a wired
physical medium is called a Wired Communication Domain, or Wired Domain (WRD),
for short. A Communication Network composed exclusively of Wired Domains is called
Wired Network.

Wireless ESs have a wireless network interface enabling the communication while
moving within a pre-defined three dimensional region. Depending on the dimension and
layout of this radio coverage region, on the existence of electromagnetic interference and
obstacles and on the radio technology that is being used, there may be the need to split
the radio coverage region into a number of smaller regions (radio cells).

A Radio Cell (RC) is therefore defined as a common radio coverage area of a group
of WLESs and ISs. The set of WLESs/ISs that defines a Radio Cell is called Wireless
Communication Domain, or Wireless Domain (WLD), for short. A Radio Cell can be
either ad-hoc (ARC) or structured (SRC), depending on whether the WLESs/ISs
communicate directly or indirectly between them. Structured Radio Cells are necessary
when inter-cell mobility must be supported, i.e. when End Systems must be able to
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communicate while moving from one Radio Cell to another. This requirement will
become clearer later on in this chapter. The mechanism that supports inter-cell mobility
is called handoff (or handover). In order to have a Structured Radio Cell, there is the
need for a specific type of IS – a Structuring Intermediate System (SIS). A Structured
Wireless Domain (SWLD) is defined as the set of End Systems and Intermediate
Systems that are associated to a Structured Radio Cell.

All communications between ESs belonging to a Structured Wireless Domain must
be relayed by the Structuring Intermediate System (Figure 4.2). ESs transmit using one
Radio Channel (uplink) and receive using another Radio Channel (downlink). A Radio
Channel Set (CHS) is defined as the set of radio channels used for communication within
a Radio Cell. Therefore, in a Structured Radio Cell, the Radio Channel Set is composed
of two Radio Channels, one uplink and one downlink. Structuring Intermediate Systems
may implement half or full-duplex communication.

SIS

SWLD
WLES

uplink

WLES

downlink
Radio Channel Set:
- Uplink Radio Channel
- Downlink Radio Channel
(indirect communication)

Figure 4.2: Structured Wireless Domain (SWLD)

If mobility is to be performed inside a specific Radio Cell (intra-cell mobility), then
Ad-hoc Radio Cells can be used. An Ad-hoc Wireless Domain (AWLD) is defined as a
WLD where associated ESs define an Ad-hoc Radio Cell (Figure 4.3). In this case, it is
assumed that the Radio Channel Set is composed of only one Radio Channel, which is
used both to transmit and to receive, using half-duplex communication.

AWLD

WLES

WLES

Radio Channel Set:
- One Radio Channel
(direct communication)

Figure 4.3: Ad-hoc Wireless Domain (AWLD)

An application may impose or benefit from the support of Mobile Wired Domains –
MWRDs (Figure 4.6). As an example, consider an automatic vehicle (AGV) containing
a Wired Domain with a set of wired ESs, moving between Radio Cells. All the End
Systems associated to the MWRD move altogether and the (one and only one) IS that is
associated to the MWRD (a mobile LIS, as described in the next section) must handoff
between Radio Cells. This is described in more detail in Section 4.3.4.
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4.2.3. Intermediate Systems functionality

Three basic types of Intermediate Systems (ISs) are considered: the Linking Intermediate
System (LIS), the Structuring Intermediate System (SIS) and the Structuring & Linking
Intermediate System (SLIS), which is a combination of the first two types. Additionally,
the mobility feature of mobile Wired Domains imposes the definition of a fourth type of
IS – the Mobile Linking Intermediate System (MLIS)

While ISs may be used to interconnect more than two Communication Domains
(e.g. hubs, switches, Internet routers), it is assumed that all the four types, described next
in more detail, interconnect two Communication Domains only. This simplification does
not restrict any of the mechanisms and methodologies proposed in this Thesis, which
also apply if the more general case was considered.

Linking Intermediate System (LIS)

A Linking Intermediate System (LIS) (Figure 4.4) interconnects a Wireless Domain
(WLD) and a Wired Domain (WRD). The LIS can be associated to an Ad-hoc Wireless
Domain (AWLD) or to a Structured Wireless Domain (SWLD), depending on whether
the Radio Cell is ad-hoc or structured, respectively. PDUs arriving from the WLD are
relayed to the WRD and vice-versa. Obviously, if the LIS performs routing (discussed
later on in this chapter), then only a subset of the incoming PDUs is relayed.

LIS

WLD

WLES

WRD

WRES

WRES

WRES

WLES

Figure 4.4: Linking Intermediate System (LIS)

Structuring Intermediate System (SIS)

A Structuring Intermediate System (SIS) interconnects Wireless End Systems (WLESs)
and Linking Intermediate Systems (LISs) associated to a Structured Wireless Domain
(SWLD). Since the SIS creates a Structured Radio Cell, all WLESs/LISs associated to
the Structured Wireless Domain communicate with one another via the SIS (Figure 4.2).
PDUs arriving from the SWLD in the uplink Radio Channel are retransmitted through
the downlink Radio Channel.

Structuring & Linking Intermediate System (SLIS)

A Structuring & Linking Intermediate System (SLIS) combines both LIS and SIS
functionalities in a single device (Figure 4.5).

A SLIS creates a Structured Radio Cell. Therefore, PDUs arriving from the
Structured Wireless Domain (SWLD) in the uplink Radio Channel are retransmitted in
the downlink Radio Channel. Moreover, PDUs arriving from the SWLD (uplink Radio
Channel) are relayed to the WRD and PDUs arriving from the WRD are relayed to the
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SWLD (downlink Radio Channel). Similarly to the LIS, if the SLIS performs routing,
then only a subset of the incoming PDUs is relayed.

SLIS

SWLD

WLES

WRD

WRES

WRES

WRES

WLES

Figure 4.5: Structuring & Linking Intermediate System (SLIS)

When compared to a SIS, a SLIS has the advantage of reducing communication
latency, when relaying PDUs between Wired and Wireless Domains. In fact, when
relaying from wired to wireless, the uplink radio transmission is not used. In turn, when
relaying from wireless to wired, the downlink radio transmission is not used. The
disadvantage is that a wire must reach the SLIS, i.e. cabling problems may emerge.

Mobile Linking Intermediate System (MLIS)

If mobility of Wired Domains must be supported, there is the need for a Linking
Intermediate System with mobility capabilities – the Mobile Linking Intermediate
System (MLIS). Figure 4.6 depicts a Mobile Wired Domain (MWRD), associated to a
MLIS:

LIS
WRD

WRES

WRES

WRES

mobile

LIS can join
another WLD

Mobile Linking Intermediate
System (MLIS)

LIS

Figure 4.6: Mobile WRD and mobile LIS

As a side remark, a fifth type of IS (previously only four types were mentioned)
could also be considered, which is one able to interconnect two Wired Domains.
Nevertheless, that type of IS would not introduce any important issues to the
architectural discussion. Additionally, it should be stressed that all the mechanisms and
methodologies proposed in this Thesis would also apply for this particular type of IS.

4.2.4. Basic interoperability rules

The above-defined components allow different Communication Network topologies,
namely a “pure” Wireless, a “pure” Wired and, generically, any Hybrid Wired/Wireless
Communication Network topology.
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We introduce now some rules, and their rationale, that must be observed to
guarantee proper operation of the network and interoperability between network
components.

- A Communication Network is composed by at least one Communication
Domain (WRD or WLD);

- A Mobile Wired Domain is associated with one and only one Mobile Linking
Intermediate System;

- If more than one Linking Intermediate System is associated to the same Wired
Domain, each of them must be associated to a different Wireless Domain (to
avoid closed loops);

- A Wireless Domain can be associated with at most one IS of structuring type
(SIS or SLIS) (see the example depicted in Figure 4.7a);

- The support of inter-cell mobility requires at least two Structured Wireless
Domains with overlapping Radio Cells (example depicted in Figure 4.7b).

LIS

SWLD

WLES
WRD

WRES

SIS

WLES

LIS WRD
WRES

LIS

WRES

(a)        (b)

SWLD
WLES

WRD
WRES

SLIS SLIS

SWLD

Figure 4.7: Examples of network topologies

Annex A presents an object-oriented model of the Communication Network. This
model represents all the network components (as objects) and considers the above
mentioned rules.

4.3. Analysis of design alternatives

This section analyses a number of different design approaches for the Communication
Network architecture. It particularly focuses on the rationale for choosing Intermediate
Systems operating at the Physical Layer level.

As previously mentioned Section 4.1, PROFIBUS-DP is assumed as the user
interface on both Wired and Wireless End Systems. It is also assumed that Wired ESs
use PROFIBUS Data Link and Physical Layers. The Data Link and Physical Layers of
Wireless ESs and ISs are going to be outlined in the rest of this section.
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4.3.1. Intermediate Systems behaviour

The behaviour of the ISs, which theoretically speaking may act as repeaters, bridges,
routers or gateways, is an important aspect that must be analysed. Repeaters, bridges,
routers and gateways relay data at Physical Layer (PhL), Data Link Layer (DLL),
Network Layer (NL) or above NL, respectively. Theoretically, the higher the OSI layer
at which the Intermediate System operates, the larger the communication latencies may
result. This aspect impacts on the duration of message transactions, which is a very
important aspect in a Communication Network based in PROFIBUS-DP; that is, the time
spent sending a request PDU and receiving the related response PDU.

Within this context, the PROFIBUS Slot Time parameter – TSL (refer to Chapter 3)
assumes a particular importance. On one hand, TSL must be set large enough to cope with
extra latencies introduced by the Intermediate Systems. On the other hand, TSL must be
set as small as possible, in order to guarantee an acceptable level for the responsiveness
to failures; that is, a master must detect a message/token loss or a station failure within
an acceptable time interval. Most importantly, since TSL is a time component of the
worst-case duration of a message transaction, its value will impact the evaluation of the
worst-case message response time.

The different options for the ISs are going to be described next.

Repeater operation

Traditionally functioning just as a signal regenerator, a repeater can also interconnect
two networks with different Physical Layer protocols (e.g. different bit rates). Layers 2-7
protocols must be the same for both Communication Domains.

In the context of this thesis, a repeater is classified according to its relaying
behaviour: store-and-forward, where a PhL PDU must be completely received from one
port before being transmitted to the other port; cut-through, when the IS starts relaying a
PhL PDU which has not been completely received yet.

A repeater may need to implement more than a bit-by-bit repeating functionality.
This is the case when it interconnects communication media with different PhL PDU
formats. Another example of additional functionality is when a repeater has to support
encryption/decryption for security reasons.

A repeater does not perform any address filtering. This results in a broadcast
network, i.e. every ES listens to every PDU transmitted by any other ES in the
Communication Network. The use of repeaters implies a single MAC address space and
a single logical ring in the Communication Network. A MAC address space is a set of
ESs (and ISs, if these are not repeaters) with unique MAC addresses. A logical ring is a
set of ESs (and ISs, if these are not repeaters) that take part in a single token passing
procedure.

 When a PROFIBUS master ES sends an acknowledged message request that must
be relayed by several ISs to reach a PROFIBUS slave ES, the duration of the message
transaction depends on the relaying latency of the repeaters. Obviously, cut-through
repeaters introduce lower relaying latencies than store-and-forward repeaters.
Nevertheless, the latter may advantageously implement error correction functionalities.
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Bridge operation

A bridge is able to interconnect two Communication Domains with different DLL (and
PhL) protocols. Layers 3-7 protocols must be the same for both Communication
Domains. There are several classification criteria in the literature, such as the one
proposed by (Varghese et al., 1990). Here, we simply focus on its routing and contention
characteristics.

Usually, a bridge performs routing functionality according to DLL (MAC)
addresses. It keeps two dynamic address tables used to control frame relaying from one
port to the other . Nevertheless, (Kunert, 1997) introduces the concept of “transparent
bridge”, where all the incoming PDUs are relayed, regardless of the DLL destination
address (no-routing functionality). This is a kind of “layer 2 repeater”, since it still may
perform some DLL functionalities (e.g. changing DLL PDU format). This is a relevant
aspect in the context of this section and therefore the issue whether the bridge performs
routing or not will be further analysed here.

Bridges can also differ depending on whether they contend or not for medium
access (with the ESs). Therefore, contention and no-contention bridges will be briefly
discussed. This characteristic applies to both Communication Domains the bridge is
associated with. Although this characteristic usually applies to both Communication
Domains, in some cases a bridge may not contend for medium access in one of its ports
and contend for medium access in the other port (Kunert, 1997).

Figure 4.8 illustrates an example where an IS acting as a contention type bridge
interconnects two Communication Domains (one wired and one wireless) with
PROFIBUS MAC. This is an example where there is contention for medium access on
both sides. Consequently, both sides of the ISs have master functionality, resulting in
two separate logical rings.
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Figure 4.8: Intermediate System acting as a bridge

Bridges that contend for medium access in Communication Domains using the
PROFIBUS MAC can potentially have a synchronous or asynchronous behaviour,
depending on whether the initiator of a transaction waits for the responder’s response or
it receives an immediate acknowledgement to a request from the first IS, respectively.
We will show now that none of these approaches are possible.

In the asynchronous approach, when the bridge receives a request PDU that must be
relayed to the other port, it should send an immediate acknowledgement to the initiator
informing that “response is due later”. PROFIBUS does not support handling this type of
PDUs, so this solution is not possible.
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In the synchronous approach, the bridge just relays the PDU, without
acknowledging the sender. This is also not possible with the PROFIBUS protocol. In
fact, consider the Communication Network illustrated in Figure 4.9. Given that each
Communication Domain (WLD and WRD) has its own logical ring, there is the
possibility of both token holders (WLES1 and WRES2) issuing (almost) simultaneous
request PDUs to responders in the other Communication Domain (WRES1 and WLES2,
respectively), i.e. request PDUs that must be relayed by the bridge. In this case, the
bridge enters in a deadlock state, since it has no medium access neither to relay the
Request PDU from WLES1 to WRES1, nor from WRES2 to WLES2. Therefore,
contention bridges cannot be used in PROFIBUS-based networks.
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Figure 4.9: Deadlock situation in a synchronous bridge

In (Ferreira et al., 2002), a (slight) modification to the PROFIBUS DLL is
proposed, enabling the support of asynchronous transactions (based on the use of an
immediate “response due later” type of PDU).

The relaying latencies introduced by no-contention bridges are higher than those
introduced by repeaters, as DLL PDUs must be translated from one protocol to the other
(even if just a “tunnelling” is performed). Nevertheless, a bridge enables the use of a
different DLL protocol in wireless communications, as it is discussed in Section 4.3.2.

Router operation

A router is capable of relaying PDUs according to their Network Layer addresses. In
multiple path (hop) networks, the router can also be responsible for controlling/avoiding
traffic congestion and for guaranteeing fair routing decisions, based on knowledge of the
topology and conditions of the communication network. Layers 4-7 protocols must be
the same for both Communication Domains.

Since PROFIBUS does not have a Network Layer, the option for a router is ruled
out. However, it is important to point out a common misconception about PROFIBUS
extended addresses. PROFIBUS extended addressing scheme permits to implement a
kind of network addressing. ESs/ISs associated to the same Communication Domain
could share the same extended address. Therefore, routing could be implemented,
knowing the extended addresses of every ES. There are two problems, though. First,
only fixed and variable data field PDUs include extended addresses. This means that
only these could be routed through the ISs. Second, this “network address” loses its
interest when inter-cell mobility is supported. This is so since a mobile ES can move
from one Wireless Domain to another, but its extended (network) address continues to be
the same. As a consequence, router type of ISs are not considered for the architecture in
discussion.
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Gateway operation

A gateway is an IS that performs relay functionality above the Network Layer. Two
Communication Domains with completely different 1-7 layer protocols may be
interconnected using a gateway. However, most of the times (always, in fieldbuses),
gateways perform interconnection on top of the Application Layer (AL). This can be
achieved in at least two different ways (Decotignie et al., 2001), as described next.

Gateways with synchronous behaviour (“protocol converter”) receive an application
service indication from one Communication Domain and convert it in an application
service request on the other Communication Domain. When the corresponding
confirmation is received, it converts it in a reply on the other side.

In order to overcome the resulting higher latencies in request/response transactions,
some gateways maintain an updated image of process data by issuing requests to the
mirrored communication network, asynchronously (“proxy-like” behaviour). When a
read request is received from one Communication Domain, the cached information (from
the other Communication Domain) is returned in the response. When a write request
arrives to the proxy gateway from one Communication Domain, the image is updated
and a write request is asynchronously issued to the other Communication Domain. The
proxy-like gateway is the most common approach in commercial products (Sink, 2000),
for the interconnection of dissimilar fieldbus networks.

With the PROFIBUS protocol, synchronous gateways can enter in deadlock state
just like synchronous bridges. Contrarily, proxy-like gateways may be used and lead to
very short turnaround times, since the response/acknowledgement is immediately issued
(no relaying). Nevertheless, the functionality of an asynchronous gateway is limited, due
to the complexity to maintain a truthful image of process data. This is particularly true in
case the Communication Network contains a considerable number of ESs, ISs and, most
importantly, if inter-cell mobility must be supported. In fact, the mobility of ESs
(MWLESs) or Wired Domains (MWRDs), would turn extremely difficult to keep their
image in every (proxy) gateway updated.

Therefore, proxy-like gateways are not potential candidates for interconnecting
Communication Networks with complex topologies and considerable information
complexity. This kind of gateways can however be adequate for Communication
Networks with just two Communication Domains.

4.3.2. Communication protocols for the Wired and Wireless Domains

In a generic hybrid wired/wireless communication network, there are multiple options
for the communication protocols. In the proposed architecture, the application layer (user
interface) protocol is considered to be PROFIBUS-DP, for both Wired and Wireless
Domains and Wired Domains use the RS-485 PhL (v1) of PROFIBUS (Figure 4.10).
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LIS

WLD WRD
AL=PROFIBUS-DP

DLL=PROFIBUS
PhL=PROFIBUSv1

AL=PROFIBUS-DP
DLL= to be defined
PhL= to be defined

Figure 4.10: PROFIBUS-DP as the AL protocol

Several design alternatives concerning the PhL and DLL of Wireless Domains are
considered next.

Physical Layer (PhL) for the WLDs

It is assumed that Wired Domains use the RS-485 asynchronous version of the PhL, due
to the high bit rates supported. Nevertheless, a different PhL protocol is required for the
Wireless Domains. This may be based on one of the wireless PhL communication
protocols that were mentioned in Section 2.2.4. One of the most prominent candidates is
IEEE 802.11b, since it has technical features that fulfil the envisaged requirements and
the associated technology is mature.

Data Link Layer (DLL) for the WLDs

Concerning the Data Link layer, two alternatives would be possible, depending on
whether the Wireless ESs (WLESs) are supposed to have a RS-485 wired PhL or not.

If only “traditional” RS-485 PROFIBUS boards were to be used, then a different
DLL protocol for the Wireless Domains could be considered. In this case, ISs could not
work as repeaters. Each WLES would create its own Wired Domain, requiring its own
LIS, in order to interconnect that Wired Domain (PROFIBUS DLL/PhL protocol) and
the Wireless Domain (wireless DLL/PhL protocol). This is illustrated in Figure 4.11.

LIS

WRD

DLL=PROFIBUS
PhL=PROFIBUSv1

AL=PROFIBUS-DP

WRES
WLES

WLD
AL=PROFIBUS-DP

DLL=ANY
PhL=wireless type

Figure 4.11: WLES with “traditional” PROFIBUS board

Examples of candidate wireless network protocols for the DLL of Wireless
Domains are standards such as UMTS, IEEE802.11 and Bluetooth. Such a solution
would eventually require the use of no-contention (and no-routing) bridges (“layer 2
repeater”) performing “tunnelling” (encapsulation of a PROFIBUS DLL PDU in the data
field of a wireless protocol DLL PDU).

Contrarily, considering that WLESs have a specific wireless PhL (non-
PROFIBUS), then wired and wireless ESs must have the same DLL protocol. Therefore,
the wireless MAC must (also) be the PROFIBUS MAC (Figure 4.12). In this situation,
the Intermediate Systems can operate at the Physical Layer (as repeaters), since only the
Physical Layer protocols are different.
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LIS

WLD WRD
AL=PROFIBUS-DP

DLL=PROFIBUS
PhL=PROFIBUSv1

AL=PROFIBUS-DP
DLL=PROFIBUS
PhL=wireless type

Figure 4.12: WLES with specific wireless PhL

4.3.3. Support of intra/inter-cell mobility

The support of intra-cell mobility in a Communication Network is quite trivial, since
there are no changes in the WLDs, i.e., ESs/ISs neither join nor leave WLDs. Therefore,
dynamic routing mechanisms are not needed. Assuming that the ISs act as repeaters, the
Communication Network is composed of a single address space and a single logical ring
(refer to Section 4.3.1). In this case, Radio Cells may operate in the same Radio Channel
Set, provided that they do not overlap. While the PROFIBUS MAC guarantees that there
is only one node transmitting at a given moment (in the overall Communication
Network, since there is a single logical ring), if two Radio Cells operating in the same
Radio Channel Set overlap, duplicated or missing PDUs may occur.

The support of inter-cell mobility means that ESs/ISs may join and leave WLDs,
dynamically. Adjacent Radio Cells must operate in different Radio Channel Sets and
must overlap, in order to provide continuous connectivity to mobile ESs/LISs.

4.4. An architecture for the Communication Network

At the light of the analysis outlined in the previous sections, the Communication
Network is assumed to have ISs acting as repeaters, i.e. the wireless parts can be seen as
simple extensions of the wired parts. Wired Domains use the PROFIBUS PhL v1, while
a PhL protocol similar to the one defined in the IEEE802.11b standard is assumed for the
Wireless Domains. As it was explained in Section 4.3.2, since wireless ESs with a
specific wireless PhL (non-PROFIBUS) are to be supported, wired and wireless ESs are
required to have the same DLL protocol. Therefore, the wireless MAC must (also) be the
PROFIBUS MAC.

ISs with structuring functionality (SISs and SLISs) should always behave as
repeaters, when relaying PhL PDUs within (Structured) Wireless Domains. In fact, every
transmission must be broadcast to all ESs/LISs within a SWD. Consequently, there
would be no need for ISs to operate above the Physical Layer.

A broadcast network based on repeaters permits to implement a handoff mechanism
based on Radio Channel assessment and switching, as it is described in Section 4.4.2.
However, it should be noted that the use of repeaters in such a hybrid architecture still
introduces additional communication latencies (when compared to the pure wired
solution) that must be taken into consideration. This issue will be addressed in
Chapters 6 and 7.
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4.4.1 Additional interoperability rules

For the proposed approach, where the overall Communication Network behaves as a
“broadcast” network (ISs act as repeaters), there is the need to introduce some additional
rules that add to those introduced in Section 4.2.4.

In order to have a proper behaviour of the network there can be no more than one
possible path between any two Communication Domains (tree topology), i.e. no closed
loops can exist. In order to support inter-cell mobility, Radio Cells must overlap (to
provide continuous connectivity to mobile ESs/LISs). Due to the broadcast nature of a
network based on repeaters, overlapping Radio Cells must operate in different Radio
Channel Sets, to avoid duplicated (collisions) or missing PDUs.

Consider the example depicted in Figure 4.13. Two LISs associated to the same
WRD receive a transmission from a WLES (located in the overlapping region) and relay
the signal into the WRD, causing a collision.

AWLD
CH1

WRD

LIS LIS

AWLD
CH1

WLES

CH1 - common  radio channel

collision

Figure 4.13: Collision caused by common Radio Channel Set

Since the number of Radio Channels available is limited, it may happen that a
WLES receives simultaneous transmissions from both its own Communication Network
and another (neighbour) Communication Network, resulting in jammed communication.

In order to detect whether a received PDU was transmitted from an ES belonging to
the same Communication Network or not, some kind of Communication Network
Identifier should be included in the wireless PhL PDU (e.g. in the header). This identifier
is needed since each Communication Network holds a separate MAC address space (thus
two ESs belonging to different Communication Networks can have the same MAC
address). Using this identifier, if a wireless End System receives a PDU from an End
System belonging to another Communication Network, it just discards it.

Nevertheless, the problem of wireless jamming can only be avoided if at the system
design phase it is guaranteed that all overlapping Radio Cells belonging to neighbour
Communication Networks operate in different Radio Channel Sets. This is a typical
(radio) system-planning task, which is out of the scope of this Thesis.
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4.4.2. Supporting inter-cell mobility

A Communication Network based solely on Linking Intermediate Systems leads to Ad-
hoc Wireless Domains. These have the advantage of permitting direct communication
between wireless ESs/LISs. Nonetheless, power consumption restrictions inherent to
mobile devices may lead to insufficient radio coverage to fulfil the system requirements
(a WLES/LIS not being able to reach all the wireless ESs/LISs in its (Ad-hoc) Wireless
Domain). Moreover, factory environments quite often have harsh electromagnetic
interference and barriers that increase this problem. Finally, if mobility of Wired
Domains was to be supported, there would be the need for a procedure to guarantee that
LISs belonging to mobile Wired Domains would switch between Radio Channel Sets.

Taking all these requirements into account, a structured radio environment based on
Structuring and/or Structuring & Linking Intermediate Systems is the most adequate.
SIS/SLIS devices can be fixed and fed by the power network, leading to an increased
reception/transmission capacity, and can be located in strategic places, turning the
problem of hidden nodes (caused by electromagnetic barriers) easier to tackle.

The mobility management mechanism assumed for the approached architecture was
developed within the RFieldbus Project (IST-1999-11316). It was firstly described in an
project internal document (Koulamas et al., 2001b) and then published in (Alves et al.,
2002). This mechanism provides a seamless handoff for all kinds of mobile ESs
(master/slave) and mobile LISs (associated to MWRD). Due to the broadcast nature of
the Communication Network, the proposed mobility management mechanism just
encompasses a procedure for Radio Channel assessment and switching. Importantly, the
proposed mobility management mechanism guarantees that there is no PDU loss
(considering no faults) and permits to fulfil stringent real-time requirements. In fact,
mobility management is restricted to a reduced, well-determined and bounded period of
time (as it will be shown in Chapter 8). The basics of this mechanism are outlined next.

One specific station - the mobility master (MobM) - must support some additional
functionality, since it is responsible for triggering the mobility management procedure
(Figure 4.14). Within a certain period – the beacon period, all mobile ESs/LISs are
expected to assess the quality of the different Radio Channel Sets (CHS1-3), finally
switching to the one considered as having the best quality. After this period for the
mobility management procedure, the MobM is able to pass the token to another master.

SLIS1

SWLD1

CHS1

WRD

SWLD3

CHS3

SWLD2

CHS2
WLES

MobM

SLIS3 SLIS2

Figure 4.14: The mobility master (MobM)
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The mobility master (i.e., the master that has the responsibility of triggering the
handoff procedure) sends a special (unacknowledged) PDU – the beacon trigger (BT),
with a periodicity that is dependent on the maximum speed of the mobile stations
(Koulamas et al., 2001b). This BT PDU is broadcast to the entire network and causes
each SIS/SLIS to send a number of beacons in its downlink Radio Channel. Mobile
ESs/LISs receive these beacons, assess the signal quality of all (downlink) Radio
Channels and switch to the Radio Channel Set with best quality (Figure 4.15).
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Figure 4.15: Mobility management procedure timing diagram

For the scenario depicted in Figure 4.14 where the mobile ES is moving towards the
range of SLIS3, the (M)WLES assesses the channel and switches to CHS3 (Figure 4.15).

4.5. Summary

This chapter discussed relevant issues on the architecture of a hybrid wired/wireless
network based on the PROFIBUS protocol. A number of generic components for
building such a network were defined, namely several types of devices for network
interconnection (Intermediate Systems) were characterised and a set of rules established.

Within this context, Intermediate Systems operating at Physical, Data Link and
Application Layers was briefly analysed, to an extent sufficient to sustain the choice for
a repeater-based approach. This results in a broadcast network, where inter-cell mobility
can be supported by guaranteeing that Radio Cells overlap and that adjacent Radio Cells
operate in different Radio Channel Sets. Mobility management is then reduced to the
mobile ESs/LISs assessing the quality of the different Radio Channel sets existent in the
network (SISs/SLISs transmit beacons in their downlink Radio Channel, during well-
defined periods), and switching to best quality one. This mechanism copes with
transparency, simplicity and, as it will be demonstrated in Chapter 8, with real-time
requirements.





Chapter 5

Analytical Models for the Communication Network

In this chapter, analytical models for the Communication Network are proposed.
These models essentially cover the Communication Domains, Intermediate
Systems and Physical Media. Their timing characteristics are defined, thus
enabling the appropriate timing analysis carried out in Chapters 6, 7 and 8.

5.1. Introduction

The addressed Communication Network is composed of a number of different
components, namely Communication Domains, Intermediate Systems and End Systems.
In this chapter, an analytical model for such Communication Network is proposed,
including the definition of the parameters and behaviours relevant to the scope of this
thesis.

First, the components of the Communication Network are grouped into a number of
sets, organised according to the type of component. Then, the attributes of
Communication Domains and End Systems are defined and some additional conditions
for supporting mobile End Systems (MWLESs) and mobile Wired Domains (MWRDs)
are presented. After, the model of the physical media is defined, including the format of
a Physical Layer PDU. Such aspects are of paramount importance in the scope of this
thesis, since they have a strong impact on very important parameters, such as on the
duration of message transactions.

Next, the attributes of an Intermediate System (acting as a repeater), especially
those influencing its timing behaviour, are defined. The start-relaying instant function,
which characterises the instant when PhL PDUs start to be relayed (from the input port
of the repeater to its output port) is characterised and its variation as a function of the
length of Data Link Layer PDUs is analysed.

Finally, at the end of this chapter, there is a summary of the main issues that, as
mainstream of this thesis, will be addressed in detail in Chapters 6, 7 and 8. These issues
consist on: how to overcome the congestion problem in the Intermediate Systems (to
which an innovative solution is devised in Chapter 6); how to appropriately set the Slot
Time parameter and how to compute the worst-case duration of message transactions (to
which detailed solutions are proposed in Chapter 7) and, finally, how to set the network
parameters and how to perform the timing analysis concerning inter-cell mobility (issue
addressed in detail in Chapter 8).
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5.2. Models for the Communication Domains and End Systems

The objective of this section is to provide analytical models to characterise the
Communication Domains and the End Systems, by defining a number of parameters (or
attributes) for each component (object).

5.2.1. Sets of Components

The components of the Communication Network can be grouped into a number of sets:

Table 5.1: Sets of components in the Communication Network

Set Description Value
D Set of Communication

Domains in the
Communication Network

D = D1,…, Dnd, where nd is the
number of Communication Domains
in the Communication Network.

ES Set of End-Systems in the
Communication Network

ES = ES1,…, ESne, where ne is the
number of End Systems in the
Communication Network

IS Set of Intermediate
Systems in the
Communication Network

IS = IS1,…, ISni, where ni is the
number of Intermediate Systems in
the network

M Set of Physical Media in
the Communication
Network

M = M1,…, Mnm, where nm is the
number of Physical Media in the
network

Figure 5.1 depicts a Communication Network with three Communication Domains
(nd = 3), two Intermediate Systems (ni = 2), six End Systems (ne = 6) and three types of
Physical Medium (nm = 3).

IS
D1, M1

ES1

D2, M2

ISD3, M3

ES2 ES3
ES4

ES5

ES6

Figure 5.1: Sets of components in a specific layout of the Communication Network

5.2.2. Communication Domains

A Communication Domain (Di) is defined as the set:

( ) )(),(,,_ iili DESDISMTYPEDD = (5.1)

with parameters as described in Table 5.2.
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Table 5.2: Communication Domain parameters

Parameter Description
D_TYPE Represents the Communication Domain’s

type:
D_TYPE ∈ WRD, MWRD, AWLD, SWLD
WRD – Wired Domain
MWRD – Mobile Wired Domain
AWLD – Ad-hoc Wireless Domain
SWLD – Structured Wireless Domain

Ml Physical medium of Di

Ml ∈ M
IS(Di) Function that returns the set of all ISs that are

associated to Di

ES(Di) Function that returns the set of all ESs that are
associated to Di

The Communication Domain model does not consider the three-dimensional
“coverage map” of the Communication Domain, since it is not relevant within the scope
of this thesis. The three-dimensional coverage map of a Wired Domain is the three-
dimensional region covered by its wired medium (e.g. bus path). Similarly, the three-
dimensional coverage map of a Wireless Domain is the three-dimensional region
covered by its wireless medium (e.g. radio coverage region). Moreover, it would be
necessary to define the absolute position of each Communication Domain in order to
have complete knowledge of the three-dimensional coverage map of the Communication
Network (to characterise the three-dimensional region covered by a set of interconnected
Communication Domains).

5.2.3. End Systems

An End System (ESj) is defined as the set:

( ) _,,_ ROLEESMTYPEESES lj = (5.2)

with parameters as described in Table 5.3.

Table 5.3: End System parameters

Parameter Description
ES_TYPE Represents the End System’s type:

ES_TYPE ∈ WRES, WLES, MWLES
WRES – Wired End System
WLES – Wireless End System
MWLES – Mobile Wireless End System

Ml Physical medium of ESj

Ml ∈ M
ES_ROLE Represents the End System’s role

ES_ROLE ∈ MASTER, SLAVE, MobM
MASTER – PROFIBUS master
SLAVE – PROFIBUS slave
MobM – Mobility master



50 Analytical Models for the Communication Network

5.2.4. Inter-cell mobility of End Systems

A Wireless End System is mobile (MWLES), if it has the capability to handoff between
(structured) Radio Cells, i.e. of leaving a (Structured) Wireless Domain and joining
another (Structured) Wireless Domain. A MWLES may be associated with no Wireless
Domain, at a given moment in time. This happens if the MWLES is not in the range of
any Wireless Domain that has the same physical medium as the MWLES. In this case,
the MWLES is disconnected from the rest of the network.

For instance, in Figure 5.2 there is one Wired Domain (D1) interconnecting two
Structured Wireless Domains (D2 and D3) through two Structuring and Linking
Intermediate Systems (SLIS). The Mobile Wireless End System (symbolised with an
arrow, in Figure 5.2) can leave D2 and join D3, since D2 and D3 share the same physical
medium (M2).

D2

M2 WLES

D1 M1

WRES

SLIS SLIS

D3

M2

Radio
Channel
Set 2

Radio
Channel
Set 1

Same
Physical
Medium

Structuring and Linking
Intermediate System

SLIS

WLES Wireless End System

WRES Wired End System

Wired Communication Medium

Wireless Communication Medium

WLES

WLES Mobile Wireless End System

Figure 5.2: Mobile Wireless End System

5.2.5. Inter-cell mobility of Wired Domains

The mobility feature of a Wired Domain (MWRD) is always associated to the mobility
feature of its Linking Intermediate System (LIS), and vice-versa. In a MWRD, the (one
and only one) Linking Intermediate System must have the capability to handoff between
(structured) radio cells, i.e. of leaving a (Structured) Wireless Domain and joining
another (Structured) Wireless Domain. Therefore, it is denoted as Mobile Linking
Intermediate System – MLIS.

Similarly to the case of a MWLES, a MLIS may be associated with no Wireless
Domain, at a given moment in time. This happens if the MLIS is not in the range of any
Wireless Domain that has the same physical medium as itself. In this case, the MWRD is
disconnected from the rest of the network.
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The Communication Network depicted in Figure 5.3 is similar to the one presented
in Figure 5.2, with one additional Mobile Wired Domain (MWRD). This MWRD has a
mobile Linking Intermediate System (MLIS) that is associated with Wireless Domain
D2. If the MWRD moves to the region of Wireless Domain D3, the LIS will leave D2 and
join D3 (D2 and D3 have the same physical medium – M2).

D2 M2

D1 M1
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SLIS SLIS

D3 M2

Radio
Channel
Set 2

Radio
Channel
Set 1

WLES

LISMWRD
WRES

WRES

LIS handoffs
between D2 and D3

MWRD moves

Mobile MLISLIS

Figure 5.3: Mobile Wired Domain (MWRD)

5.3. Models for the Physical Media

In this section, a model for the Physical Media is proposed. Only after defining physical
media parameters such as bit rate and PhL PDU (Physical Layer Protocol Data Unit)
format it is possible to compute the duration of a PhL PDU or characterising the relaying
behaviour of an Intermediate System.

5.3.1. Fundamentals of the model

A physical medium (Ml) is defined as a set:

( ) ,,, ll
T

l
H

ll kllrM = (5.3)

with parameters as described in Table 5.4.

Table 5.4: Physical Media parameters

Parameter Description Units
rl Bit rate in physical medium  l Mbit/s
ll

H Overhead of the head per PhL PDU in
physical medium  l

bits

ll
T Overhead of the tail per PhL PDU in

physical medium  l
bits

kl Overhead per char for the PhL protocol of
physical medium  l

bits/char
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A character (char) is defined as the smallest unit of information in the Data Link
Layer (DLL). A DLL Protocol Data Unit (DLL PDU) is a set of chars delivered to the
PhL for transmission. In order to proceed with this transmission, the PhL may have to
introduce additional information ahead of the data field (head) and/or after the data field
(tail). The head may include fields such as a preamble and a header, and its length is
expressed by ll

H.  In turn, the tail may include fields such as a frame check sequence and
an end delimiter, and its length is expressed by ll

T.
The PhL may also have to add information to all or some DLL characters. A

common example where additional information is included to all the DLL characters are
the start, stop and parity bits. When encryption is under the responsibility of the PhL, it
may be necessary to include additional (encryption) information in the data field of the
PhL PDU. This additional information is usually added to groups of DLL characters (in
blocks). Nevertheless, in the scope of this thesis, it will be considered an “average”
overhead per DLL character - kl, which must be computed for each PhL protocol.

5.3.2. Format of a PhL PDU

The generic format of a PhL PDU is as depicted in Figure 5.4. Note that the DLL PDU is
embedded in the data field of the PhL PDU.

Head

lH

Data Field Tail

lT

Length of data Fieldo - offset

Figure 5.4: Generic format of a PhL PDU

Additionally, the offset ol is defined as the total number of bits until knowing the
length of the data field, for Physical Medium Ml. When the PhL PDU includes a head,
the offset ol is usually embedded inside. This offset parameter, formally characterised in
Table 5.5, is a relevant parameter for the definition of the timing behaviour of the ISs
(addressed in §5.4.3).

Table 5.5: Additional Physical Media parameter

Parameter Description Units
ol offset defining the total number of bits

until knowing the length of the data field,
in physical medium  l

bits

If there is no PhL head, the length of data information must be found inside the data
field, either in an implicit (e.g. through a unique identifier for each PDU length) or in an
explicit (length of data field) way. The correct characterisation of this parameter is
necessary for the definition of the Intermediate System model.



Analytical Models for the Communication Network 53

5.3.3. Duration of a PhL PDU

In order to compute the duration of a PhL PDU, two Data Link Layer parameters must
be considered (Table 5.6). As such, they are not influenced by the Physical Media.

Table 5.6: DLL parameters for computing the duration of a PhL PDU

Parameter Description Units
L Length of the DLL PDU chars
d Number of bits per char bits/char

Taking into account the previously defined parameters and considering that for each
Communication Domain there is one, and only one, associated Physical Medium, Ci is
defined as the duration of a PhL PDU in domain Di, and is given by:

( )
i

i
T

ii
Hi

r

lkdLl
C

++⋅+
= (5.4)

5.3.4. Assumptions and simplifications

Throughout this thesis, some simplifications to the Physical Media model are assumed.
One concerns the propagation delays within the physical medium, which are considered
negligible. Another one concerns the ESs, which are considered to have equal values for
the minimum and maximum responders’ turnaround times.

The propagation delay inside a Communication Domain can be neglected, since bit
rates around 1-2 Mbit/s, bus segments smaller than 200 m and radio range shorter than
100 m are being considered. In copper media, assuming a propagation speed of 2 × 108

m/s, it takes 1 µs for a signal to propagate 200 m. The propagation delay for wireless
communications is even smaller. Taking into account that, for a 1 Mbit/s bit rate a bit
takes 1 µs to transmit and considering usual PhL PDU lengths of several tens/hundreds
of bits, the propagation delay can be neglected. Additionally, the time elapsed between
the reception of the last bit of a PhL request PDU and the transmission of the first bit of
the correspondent PhL response/acknowledgement PDU – responder’s turnaround time
(trt) – is considered to be within the following bounded interval:

[ ]maxmin , rtrtrt ttt ∈ (5.5)

In the case of the PROFIBUS protocol, these limits correspond to the min TSDR and
max TSDR DLL parameters described in §3.2.9, expressed in time units:

l
SDR

rtl
SDR

rt r

T
t

r

T
t

max
     and     

min maxmin == (5.6)

Throughout this thesis, it will be assumed that all the ESs in the Communication
Network hold the same value for tmin

rt and the same value for tmax
rt.
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5.4. Models for the Intermediate Systems

Within the proposed architecture, the Intermediate Systems (ISs) act as repeaters. For
these particular components of the Communication Network, models will be
significantly more complex, essentially due to their timing characterisation. The
reasoning presented in this section is however crucial for the reminder of this thesis.

5.4.1. Fundamentals of the model

The proposed timing model enables the definition of a minimised latency repeater (cut-
through behaviour), i.e., it permits to define a profile for a repeater that starts relaying
PhL PDUs as early as possible. Additionally, a timing model for ISs operating in a
“pure” store&forward fashion is also provided (which is a particular case of the generic
model, where a PhL PDU must be completely received by the input port of the IS before
being retransmitted to the output port. The ISs must also support some sort of
encapsulation/decapsulation (due to different PhL PDU formats), be able to
receive/transmit at different bit rates, and may also have to implement additional
functionalities, such as encryption/decryption (security mechanisms at the PhL).

An Intermediate System (ISk) is defined as the set:

( )k
IDm

k
rd

kk TtmTYPEISIS ,,,_= (5.7)

with the parameters as described in Table 5.7.

Table 5.7: Intermediate System parameters

Parameter Description Units
IS_TYPE Represents the Intermediate System’s type:

IS_TYPE ∈ SIS, LIS, MLIS, SLIS
SIS – Structuring Intermediate System
LIS – Linking Intermediate System
MLIS – Mobile Linking Intermediate System
SLIS – Structuring & Linking Intermediate System

-

mk Set of the two physical media the IS interconnects.
mk = Ml1 , Ml2 

-

tk
rd Internal relaying delay µs

Tk
IDm Minimum idle (inactivity) time introduced by the IS

between any two consecutive PhL PDUs.
bits

5.4.2. Assumptions and simplifications

The internal relaying delay – tk
rd – is assumed to be independent both of the associated

Communication Domains and of the DLL PDU that is being relayed (Figure 5.5).
Moreover, for the remainder of this thesis, tk

rd will be considered equal in every ISk in the
Communication Network. It is also assumed that the IS always introduces a minimum
inactivity period – tIDm (idle time) – between any consecutive PhL PDUs, according to
the requirements of the PROFIBUS protocol (and of most fieldbus systems). Similarly,
all the analysis carried out throughout this thesis assumes tk

IDm equal in every ISk in the
Communication Network.
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Figure 5.5: Timing behaviour of an IS

5.4.3. The start-relaying instant function

The start-relaying instant – ti→j
sr – is defined as the earliest time instant for start relaying

a specific PhL PDU from Communication Domain Di to Communication Domain Dj,
counted since the beginning of the PhL PDU in Communication Domain Di. The start-
relaying instant for a specific IS depends on its envisaged behaviour – either
store&forward or cut-through. For a cut-through IS, the following will be assumed:

- when relaying a PDU from Di to Dj, it cannot start being relayed while the first char
of the DLL PDU of Di is not completely received by the IS;

- the PhL PDU cannot start being relayed while the length of the DLL PDU is not
known (by the IS);

- when relaying a PDU from Di to Dj, the instant for start relaying the PhL PDU must
take into account that the IS cannot run out of bits to relay from Di to Dj, i.e. the
transmission of a PhL PDU in Dj must be continuous, without time gaps.
Taking these assumptions into account, which are illustrated in Figure 5.5, the start-

relaying instant for a cut-through IS is defined as:

{ }ji
ng

i
lk

i
dr

ji
sr tttt →→ = ,,max (5.8)

where:
- ti

dr , the data ready instant, is the instant at which a predefined amount of DLL data
has been received from Di (ready to be relayed), counted since the beginning of the
PhL PDU in Di. For the cut-through behaviour, it is considered that it is the instant
at which the first DLL char is completely received:

i

ii
Hi

dr r

dkl
t

++
= (5.9)

- ti
lk , the length known instant, is the instant at which the length of the DLL PDU in

Di is known, counted since the beginning of the PhL PDU in Di. In this case, the
offset value for the correspondent Physical Medium is used:

i

i
i
lk r

o
t = (5.10)

- ti→j
ng , the no gaps instant, is the earliest instant to start relaying the PhL PDU from

Di to Dj in a way that guarantees that the transmission in Dj is continuous. It may be
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computed by subtracting the duration of the PhL PDUs (neglecting the tail) in Di

and Dj and subtracting the duration of the last DLL PDU char in Dj ((d + kj) / rj):
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Consider the example depicted in Figure 5.5. The first time instant is data ready
(ti

dr), followed by the time instant when the length of the PDU is known (ti
lk). The last

instant (thus the maximum of the three) is the time instant that guarantees a continuous
retransmission of the PhL PDU (ti→j

ng). This situation usually happens when the duration
of the PhL PDU in Dj is smaller than in Di. Nevertheless, and for the general case, any of
these time instants can be the maximum between them.

For the particular case of a store&forward behaviour, it is assumed that data is only
ready to be relayed at the end of the PhL PDU, i.e. it is considered that ti

dr = Ci, in the
general model. This is depicted in Figure 5.6.

Di

Dj

tdrt=0 ti→j
sr

Figure 5.6: Timing behaviour of a store&forward IS

As a result, in Eq. 5.8, the data ready instant (ti
dr) will assume the maximum value

between (ti
dr, t

i
lk and ti→j

sr), and therefore the start-relaying instant will be (always) equal
to the duration of the PDU:

iji
sr Ct =→

(5.12)

5.4.4. Variation of the start-relaying instant, function of the length of DLL PDUs

An important characteristic of an IS is the non-linear variation of the start relaying
instant (tsr) as a function of the length of the DLL PDU (L). This behaviour is of
paramount importance for the analysis carried out in Chapters 6 and 7. While in the
particular case of a store&forward IS the start-relaying instant always grows with the
length of a DLL PDU (L), in the general case this is not true, as it will be shown next.

For the general case, applying the derivative in order to L to ti→j
sr (Eq. 5.8), gives,

for each of the three cases:
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For the remainder of this thesis, and for the sake of simplicity, this derivative will
be represented as (i.e., it will assume one of two possible values):
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This permits to conclude that:
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For the store&forward case, the following equation represents the derivative of ti→j
sr (Eq.

5.12) in order to L:
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This means that the start-relaying instant for store&forward ISs always increases with
the length of the DLL PDU (L), as already inferred from §5.4.3.

5.5. Models for the Communication Network and Message Streams

A number of message streams is considered to be associated to the End Systems. A
Message Stream is the temporal sequence of message transactions, related, for instance,
to the reading of a sensor. Message Streams fulfil the needs of communicating tasks in
master ESs. In this section, Message Streams and also DLL and PhL parameters
common to all components of the Communication Network will be characterised.

5.5.1. Message Streams

Each ES can have a set of Message Streams, where each of them is always associated to
two ESs – the initiator and the responder (refer to Annex A, for the related OO model).
In this sense, Table 5.1 must be complemented with the following set:

Table 5.8: Sets of components in the Communication Network

Set Description Value
S Set of Message Streams in

the Communication
Network

S = S1,…, Sns, where ns is the
number of Message Streams in the
Communication Network.

The computation of the PROFIBUS Slot Time parameter (TSL) depends on the
characteristics of every message stream in the Communication Network. Moreover, in
order to carry out a worst-case message response time analysis, there is the need to
compute the duration of a message transaction (addressed in detail in Chapter 7).
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The relevant attributes of a Message Stream are (other, such as period and deadline,
are not relevant for the analysis, in the scope of this Thesis):

( )respreq
s LLRESPONDERINITIATORS ,,,= (5.17)

with parameters as defined in Table 5.9.

Table 5.9: Message Stream parameters

Parameter Description Units
INITIATOR ES that is the initiator of the transaction

INITIATOR ∈  ES1,…, ESne
-

RESPONDER ES that is the responder of the transaction
RESPONDER ∈  ES1,…, ESne

-

Lreq Length of the DLL request PDU chars
Lresp Length of the DLL response PDU chars

5.5.2. Communication Network

There is a number of Communication Network parameters that must be defined, some
related to the DLL and other concerning PhL behaviour. Although some of these
parameters were already given sufficient intuition, some other are now introduced.
Reasoning and intuition for their need will become clear later on, in the analysis
provided in Chapters 6 and 7.

The model for the Communication Network is defined as:

( )maxminminmaxminmax ,,,,,,,,, rtrtIDmrdtokenresprespreqreq
n ttTtLLLLLdN = (5.18)

The parameters included in Eq. 5.18 are described in Table 5.10.

Table 5.10: Communication Network parameters

Parameter Description Units
d Number of data bits per DLL char bits

Lmax
req Maximum length of a DLL request PDU chars

Lmin
req Minimum length of a DLL request PDU chars

Lmax
resp Maximum length of a DLL response PDU chars

Lmin
resp Maximum length of a DLL response PDU chars

Ltoken Length of the token PDU chars
trd Internal relaying delay of the IS µs

TIDm Minimum inactivity (IDle) time introduced by
the ES/IS between any two consecutive PhL
PDUs.

bits

tmin
rt Minimum responder’s turnaround time µs

tmax
rt Maximum responder’s turnaround time µs

Note that parameter d was already defined in §5.3.3 (in order to compute the
duration of a PhL PDU). If inter-cell mobility is supported by the Communication
Network, five additional parameters must be defined ( that was introduced in §4.5.2.

Table 5.11). These parameters are related to the mobility management mechanism
that was introduced in §4.5.2.
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Table 5.11: Additional Communication Network parameters

Parameter Description Units
LBT Length of the Beacon Trigger (BT) PDU chars
nch Number of radio channel sets -

Cbeacon Duration of the beacon µs
tbgap Time interval between beacons (beacon gap) µs
tsw Switching delay between radio channels µs

5.6. Putting the model into practice

This section presents an example (Figure 5.7), for which all the concepts and models
previously outlined in this chapter will be bridged. The focus will be put on the
components and layout of the Communication Network, with the purpose of giving the
reader a less abstract approach. Details for timing parameters are not given at this stage.

SWLD
WLES

WRD
WRES

SLIS SLIS

SWLD

D1, M1

WLES

WRES

ES1 , MobM

ES2,Slav

D2, M2

WLES

D3, M2

ES3,Mast

ES4,Slav

ES5 , Slav

LIS

WRD
WRES

WRES

D4, M1

IS1

IS2

IS3

ES6,Slav

ES7,Slav

Figure 5.7: Example of a Communication Network

The components of the example Communication Network can be grouped into a
number of sets, as depicted in Table 5.12.

Table 5.12: Sets of components of the Communication Network

{ } ,,, 4321 DDDDD = { } ,, 321 ISISISIS =

{ } ,,,,,, 7654321 ESESESESESESESES = { } , 21 MMM =

The Physical Media models (M1 and M2) are not defined in this example. The
Communication Domains are modelled (Eq. (5.1)) as given by Table 5.13.
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Table 5.13: Model of the Communication Domains

{ } { }( ) ,,,,, 212111 ESESISISMWRDD = { } { }( ) ,,,, 43122 ESESISMSWLDD =

{ } { }( ) ,,,, 53223 ESISISMSWLDD = { } { }( ) ,,,, 76313 ESESISMMWRDD =

where ESs are modelled (Eq. 5.2) as indicated in Table 5.14 and ISs (Eq. 5.7) as
indicated in Table 5.15.

Table 5.14: Model of the End Systems

( ) ,, 11 MobMMWRESES = ( ) ,, 12 SLAVEMWRESES = ( ) ,, 23 MASTERMWLESES =

( ) ,, 24 SLAVEMMWLESES = ( ) ,, 25 SLAVEMWLESES = ( ) ,, 16 SLAVEMWRESES =

( ) ,, 17 SLAVEMWRESES =

Table 5.15: Model of the Intermediate Systems

{ }( )−−= ,,,, 211 MMSLISIS { }( )−−= ,,,, 212 MMSLISIS { }( )−−= ,,,, 213 MMMLISIS

5.7. Main issues to be addressed in the architecture

The presented model for the architecture is the basis for addressing issues related to the
timing behaviour of the Communication Network. These crucial issues will be
introduced in the next three subsections, and solutions to these rather complex timing
problems will be detailed in Chapters 6, 7 and 8.

5.7.1. Traffic adaptation by inserting additional idle time

Network interconnection often brings up the problem of network congestion. Generally,
if for any time interval, the total sum of demands on a resource is more than its available
capacity, the resource is said to be congested for that interval. In the case of computer
networks, resources include buffer space and processing capacity in the Intermediate
Systems (ISs) and link bandwidths (Jain, 1990). For instance, if during a short interval,
the buffer space of an IS is smaller than the one required for the arriving traffic, frame
loss may occur (dropped frames) and the IS is said to be congested.

It is also true that the congestion problems depend dramatically on the type of IS
used in the interconnection. Particularly if ISs act as repeaters, traffic congestion may
occur as a result of the heterogeneous characteristics of the interconnected physical
media. The heterogeneity in bit rates and in PhL PDU formats in a broadcast (all
messages received by all stations) network imposes the consideration of some kind of
traffic adaptation scheme. This may solve the congestion problem while it also enables
predictable and bounded message response times. While many congestion control and
avoidance schemes have been proposed throughout the last two decades (Jacobson,
1988; Jain, 1990), they turn out to be unsuitable for field-level networks, and particularly
to networking architectures such as the one addressed in this thesis.
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The PROFIBUS MAC mechanism allows only one ES (in the Communication
Network) to transmit at a given moment in time. However, the fact that different PhL
PDU formats and bit rates exist on the different Physical Media may lead to cumulative
pending messages in the IS, i.e. to traffic congestion.

The timing diagram depicted in Figure 5.8 illustrates a sequence of transactions
between an initiator (who issues the request) – I – and a responder (who issues the
response) – R – both in the same Communication Domain – Di, and the resulting PDUs
in the other Communication Domain – Dj. One Intermediate System interconnects the
two Communication Domains and it is assumed that the PhL PDU duration in Dj is twice
the PhL PDU duration in Di and that ti→j

sr  is constant (for the sake of simplicity). Note
that since the idle time is defined as the duration of a predefined number of (idle) bits
separating consecutive PDUs in the Communication Network, its duration is assumed to
be different for the two Communication Domains.

Di

Dj

Request PDU

Response PDU

Idle time

R

I Initiator of the transaction

Responder of the transaction

tst1 tst2
I IR R I

q2 q3

q Queuing delay

q1=0

…tst3

Transaction 1 Transaction 2 Transaction 3
…

Figure 5.8: Increasing queuing delay in an intermediate system

Figure 5.8 illustrates an increasing queuing delay (q1 < q2 < q3), caused by the
different physical media, that will impact on the system turnaround time (tst) for certain
transactions. The system turnaround time – tst – for a message transaction is the time
elapsed since an Initiator ends transmitting a request PDU until it starts receiving the
correspondent response PDU.

For instance, if the request correspondent to transaction 3 is addressed to a
responder in Communication Domain Dj, the system turnaround time for this transaction
(tst3) will be affected by the cumulative queuing delay (q3) in the Intermediate System.
For the first two transactions, both the initiator and the responder(s) are in the same
Communication Domain. Therefore, the system turnaround time for these transactions is
equal to the responders’ turnaround time (tst1= tst2= trt).

The queuing delay in the Intermediate System depends on a number of factors,
namely on the number and duration of consecutive transactions where initiator and
responder belong to Di. Note that even a sequence of short length PDUs may lead to high
queuing delays (thus to long worst-case message response times). For instance, a
sequence of token passing between master ESs (in the same Communication Domain)
that have no message requests to transmit may also cause traffic congestion.

Traffic congestion in Intermediate Systems can be avoided through the insertion of
additional inactivity (idle) intervals before issuing message transactions. Obviously, the
insertion of this additional idle time reduces the number of transactions per time unit
when the responder is not in the same Communication Domain as the initiator. However,
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the advantage of avoiding traffic congestion is enormous. It leads to a better
responsiveness to failure (when an error occurs, retransmissions are undertaken sooner)
and to bounded and smaller worst-case message response times. Chapter 6 describes a
novel solution for the traffic congestion problem, where every initiator inserts a
predefined idle time either after receiving a response or token PDU (TID1) or after issuing
an unacknowledged request PDU (TID2).

5.7.2. Computation the worst-case duration of message transactions and of the Slot
Time parameter

All PROFIBUS master ESs have a Data Link Layer (DLL) parameter, the Slot Time -
TSL (refer to Section 3.2.10), which must be set (in all masters) before starting system’s
operation. This parameter defines the timeout before which a response/acknowledgement
must arrive, and is also used for the token recovery mechanism.

For this purpose, it is necessary to compute the worst-case system turnaround time
of message transactions (tst), taking into account that a PDU sent by an initiator to a
responder might have to be relayed by several Intermediate Systems.

Within this context of a hybrid wired/wireless communication network, TSL assumes
a particular importance. On one hand, TSL must be set large enough to cope with the
extra latencies introduced by the Intermediate Systems. On the other hand, TSL must be
set as small as possible such as the system responsiveness to failures does not decrease
dramatically; that is, a master must detect a message/token loss or a station failure within
a reasonably small time frame. Moreover, and in the context of a pre-run-time
schedulability analysis of PROFIBUS messages, it becomes obvious that as TSL is a time
component of the worst-case duration of a message transaction (C), its value will impact
on the evaluation of the worst-case message response time.

In order to fulfil these requirements, an optimal solution to set the PROFIBUS Slot
Time parameter is proposed in Chapter 7. This solution is based on the computation of
the worst-case system turnaround time of all message transactions and also permits to
compute the worst-case duration of a message transaction (necessary for the worst-case
message response time analysis).

5.7.3. Timing analysis of the mobility management mechanism

The basics of an innovative mechanism for supporting inter-cell mobility of mobile ESs
and mobile Wired Domains were described in Chapter 4. In chapter 8, both the impact of
supporting inter-cell mobility (using this mechanism) on the results obtained in Chapters
6 and 7 and the real-time behaviour of the proposed mechanism are analysed. A
methodology to compute the mobility management duration, the appropriate idle time
that the mobility master (MobM) must insert, and the number of beacons that each
Structuring (& Linking) Intermediate System must issue is proposed.



Chapter 6

Inserting Idle Time to Adapt
Heterogeneous Physical Media

One of the issues that emerges with the hybrid wired/wireless PROFIBUS-based
communication network being specified is the adaptation of heterogeneous
physical media. As explained before, the broadcast nature of the network leads to
unpredictable and increasing queuing delays in the Intermediate Systems (ISs).
This chapter proposes an innovative traffic adaptation scheme based on the
adequate insertion of idle time between consecutive PDUs, by an appropriate
setting of the PROFIBUS Idle Time parameters (inactivity times that master End
Systems (ESs) respect before transmitting any request or token PDU).

6.1. Introduction

The heterogeneity in bit rates and PhL PDU (Physical Layer Protocol Data Unit) formats
in a broadcast network requires the use of traffic adaptation mechanisms. In many kinds
of LAN/WANs this problem is solved by the Intermediate Systems (ISs), usually acting
as gateways, or as “intelligent” bridges controlling traffic generation in transmitting End
Systems (ESs) or just discarding PDUs (Jacobson, 1988; Jain, 1990). However, in a
broadcast fieldbus network (every transmitted PDU is received by every ES) with strict
real-time and reliability requirements, a different approach must be followed. To our best
knowledge, there is no previous relevant work focusing on a solution to this problem,
and particularly in the framework of PROFIBUS networks.

This section proposes a solution where the responsibility of traffic adaptation is
given to the master ESs, by inserting additional idle time between consecutive PDUs. It
is also important to note that this analysis can generically be applied to any type of
broadcast network, composed by heterogeneous transmission media and where ESs have
the capability to insert idle time before issuing any request PDU (or token). Throughout
the analysis, the network model described in Chapter 5 has been assumed.

It is important to stress that the inserted idle time guarantees that there is no
increasing queuing in the ISs, but it does not avoid queuing delays in some ISs between
initiator and responder of a transaction, or between a master ES and its successor when
passing the token. This will only be demonstrated in Chapter 7, but we consider relevant
to give some reasoning on that, at this moment, as described next.

1. It is proved (Section 7.3.2) that the maximum (worst-case) queuing delay
affecting any request PDU occurs when this PDU is preceded by the maximum
(worst-case) length PDU.
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2. Therefore, the maximum queuing delay would occur for an infinite sequence of
maximum length PDUs.

3. Nevertheless, it is proved (Annex C) that for Lreq(l-1) = Lresp(l-1) = Lreq(l), there are
no queuing delays (Q = 0).

Therefore, the inserted idle time guarantees no increasing queuing delay in the ISs.
Moreover, by definition, the inserted idle time guarantees that there is no queuing delay
in the first IS relaying the PDU from the initiator. From that IS on, there may exist
queuing delay, but its worst-case (Q) can be computed (Sections 7.3.4 and 7.3.5).

6.2. Relevant time parameters

The PROFIBUS MAC mechanism allows only one ES to transmit at a given moment in
time. However, the fact that different PhL PDU formats and bit rates exist on the
different Physical Media may lead to cumulative pending messages in the IS.

Referring to the queuing delay problem introduced in Section 5.7.1, the most
relevant time parameters and associated symbols involved are now going to be clarified.
Consider the Communication Network illustrated in Figure 6.1 with an initiator (I) and a
responder (R1) in the same Communication Domain (Di) and another responder (R2) that
belongs to the other Communication Domain – Dj.

LIS
Di

Dj

R2
I

R1

Figure 6.1: Example of a Communication Network

Figure 6.2 illustrates relevant time parameters for three consecutive transactions
involving the initiator (I) in Di and the two responders, one in Di (R1) and the other in Dj

(R2). These time parameters are crucial for the analytical models developed hereafter.
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Figure 6.2: Variables relevant for the computation of the inserted idle time
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In Figure 6.2, it is assumed that the duration (C) of the PhL PDUs in Dj is twice the
duration in Di and that the start relaying instant (tsr) is constant (for the sake of
simplicity). Note that since the idle time is defined as the duration of a predefined
number of (idle) bits separating two consecutive PDUs in the Communication Network,
its duration may be different for the two Communication Domains (refer to Chapter 3).
Table 6.1 describes in detail all relevant time parameters.

Table 6.1: Notation and description of the time parameters

Notation Description
Ci

req(l-2) Duration of the request PDU of transaction
(l-2) in Communication Domain i

Ci
resp(l-2) Duration of the response PDU of transaction

(l-2) in Communication Domain i
Cj

req(l-2) Duration of the request PDU of transaction
(l-2) in Communication Domain j

Cj
resp(l-2) Duration of the response PDU of transaction

(l-2) in Communication Domain j
Ci

req(l) Duration of the request PDU of transaction
l in Communication Domain i

Cj
req(l) Duration of the request PDU of transaction

l in Communication Domain j
trt Responder’s turnaround time for a message transaction
tst System turnaround time for a message transaction (tst =

trt for I and R in the same Communication Domain)
trd Relaying delay of an IS, assumed to be equal for all ISs

ti→j
srreq(l-2) Start relaying instant of the request PDU of transaction

(l-2) from Communication Domain i to Communication
Domain j

ti→j
srresp(l-1) Start relaying instant of the response PDU of transaction

(l-1) from Communication Domain i to Communication
Domain j

tj→i
srresp(l) Start relaying instant of the response PDU of transaction

l from Communication Domain j to Communication
Domain i

q Queuing delay for the corresponding transaction (l-2,
l-1, l)

Every master ES in PROFIBUS holds two different Idle Time parameters – TID1 and
TID2 (as already mentioned in Section 3.1, parameters denoted as ‘T’ are expressed in bit
times while parameters denoted as ‘t’ are expressed in seconds, throughout this thesis).
A master ES always waits TID1 after receiving a response/acknowledgement or a token
PDU, before transmitting another PDU. It must also wait TID2 after transmitting an
unacknowledged request PDU, and before transmitting another PDU (request or token).

For a traditional wired network (just one Communication Domain), all master ESs
may set their idle time parameters to the minimum default value (TID1m , TID2m), which is
usually adequate to cope with bit synchronisation requirements.

The proposed traffic adaptation approach is based on the computation of the
additional idle time that must be inserted by each master ES, in order to properly
encompass the interconnection of heterogeneous physical media. These additional
inserted idle times are represented by tID1+ and tID2+. The remainder of this chapter will
address the reasoning and the methodology for setting these two parameters in a generic
Communication Network, as modelled in Chapters 4 and 5.
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6.3. Computation of the inserted idle time after receiving a response

By inserting an appropriate inactivity (idle) time after receiving a
response/acknowledgement PDU to an acknowledged request PDU, it is possible to
guarantee that the next request PDU will experience no queuing delay in the first
Intermediate System (IS).

Assume again Figure 6.2. If one considers that ql-2 = 0, it must be guaranteed that
ql-1 = 0, ql = 0, etc. In order to compute an appropriate value for the additional inserted
idle time (tID1+), two time intervals are defined – Γi→j

a and Γi→j
b – along with the

following reasoning: at the end of the Γi→j
a interval, the request PDU is ready to be

relayed by the IS, while at the end of the Γi→j
b interval the IS is able to relay this request

PDU. If Γi→j
a < Γi→j

b, then the request PDU will be affected by a queuing delay (q > 0).
More formally, Γi→j

a is defined as the time elapsed from the beginning of
transmission of the acknowledged request PDU of transaction l-1 (req(l-1)) in
Communication Domain i (Di), until the moment when the request PDU of transaction l
(req(l)) may start to be transmitted in Communication Domain j (Dj). Additionally, Γi→j

b

is defined as the time elapsed from the beginning of transmission of the acknowledged
request PDU of transaction l-1 (req(l-1)) in Communication Domain i (Di), until the
moment when the Intermediate System is able to start transmitting the request PDU of
transaction l (req(l)) in Communication Domain j (Dj).

These two parameters (Γi→j
a , Γ

i→j
b) are illustrated in Figure 6.3. For the particular

case, Γi→j
a < Γi→j

b, which results in a queuing delay (ql > 0) for the request PDU of
transaction l.

Di

Dj

trtI IR

qlql-1=0

Transaction l-1 Transaction l

Γi→j
a

Γi→j
 b

…
…

…

Figure 6.3: Queuing delay after an acknowledged transaction

To avoid such queuing delay in the IS, an additional inactivity time must be
inserted by the initiator (I), in order to delay the request PDU of transaction l.

Therefore, it must be guarantee that:
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where Lreq(l-1) is the length of the DLL request PDU for transaction (l-1), Lresp(l-1) is the
length of the DLL response PDU for transaction (l-1) and Lreq(l) is the length of the DLL
request PDU (acknowledged or unacknowledged) for transaction l (or the length of the
token PDU). These DLL PDU lengths correspond to the set of all DLL PDU lengths for
the message streams of the master ES (I) whose inserted idle time is being computed.

To prevent a queuing delay in the IS (Γi→j
a ≥ Γi→j

b,), an additional idle time –
ti→j

ID1Γ+ must be inserted by each master ES (Figure 6.4a):
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Figure 6.4: Inserting additional idle time after an acknowledged request

Using the parameters described in Table 6.1, which for clarification are represented
in Figure 6.4b, Γi→j

a may be computed as:
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The computation of Γi→j
b involves the maximum value between two parameters –

γi→j
a and γi→j

b (Figure 6.5).
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Figure 6.5: Components for the computation of ΓΓi→→j
b (1)
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The reasoning beyond these two time intervals is the following: at the end of the
γi→j

a interval, the response PDU of transaction l-1 is ready to be relayed by the IS, while
at the end of the γi→j

b interval the IS is able to relay this response PDU. In the example
illustrated in Figure 6.5, γi→j

a > γi→j
b.

More formally, γi→j
a is defined as the time elapsed from the beginning of

transmission of the acknowledged request PDU of transaction l-1 (req(l-1)) in
Communication Domain i (Di), until the moment when the response PDU of transaction
l-1 (resp(l-1)) may start to be transmitted in Communication Domain j (Dj).
Additionally, γi→j

b is defined as the time elapsed from the beginning of transmission of
the acknowledged request PDU of transaction l-1 (req(l-1)) in Communication Domain i
(Di), until the moment when the Intermediate System is able to start transmitting the
response PDU of transaction l-1 (resp(l-1)) in Communication Domain j (Dj).

Given these definitions, and again using the previously introduced (Table 6.1) time
parameters, γi→j

a can be computed as follows:
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While γi→j
b is given by:
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Note that in the case depicted in Figure 6.4a, γi→j
a < γi→j

b. For clarification, that
same scenario is reproduced in Figure 6.6, where both γi→j

a  and γi→j
b are represented.
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Figure 6.6: Components for the computation of ΓΓi→→j
b (2)

Therefore, and taking into account the definition previously given Γi→j
b and the

ones given for γi→j
a  and γi→j

b, Γ
i→j

b is analytically defined as:
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Recalling that the inserted idle time after receiving a response PDU must be set in a
way that guarantees that Γi→j

a ≥ Γi→j
b, then, using Eqs. (6.2) and (6.5) this inserted idle

time is given by Eq. (6.6).
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Noting that, for a given master ES, the idle time must be set prior to run time and
the same value will be used for all acknowledged transactions, ti→j

ID1Γ+ must be set to the
worst-case (maximum) scenario imposed by all the message streams of the master ES (I)
under consideration. Therefore, ti

ID1Γ+ is defined as:
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Thus, further analysis is required on which set of Lreq(l-1), Lresp(l-1), Lreq(l) leads to a
maximum value for the inserted idle time. This can be approached by analysing the
variation of the right side of inequality (6.6) as a function of the DLL PDU lengths
involved (Lreq(l-1), Lresp(l-1), Lreq(l)). For that purpose, the derivatives of ti→j

ID1Γ+ in order to
Lreq(l-1), Lresp(l-1) and Lreq(l) will be analysed. We will start with the derivative of the right
side of inequality (6.6) in order to Lreq(l-1). Details and intermediate steps will be provided
for this particular case. All the reasoning can then be borrowed to the derivatives in order
to Lresp(l-1) and Lreq(l). Therefore, in these cases intermediate steps are not provided.

Before applying the derivative to (6.6), since a max function exists, two separate
forms will be used, for practical reasons. The first form assumes that the maximum
between the two values under the max function will be 0 (case A). In this case, the form
that the right side of inequality (6.6) assumes will be:
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In the case the maximum of the two values is greater than 0, then the right side of
inequality (6.6) assumes the following form (case B):
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Therefore, the right side of inequality (6.6) can be re-written, that is, ti→j
ID1Γ+ will be

the maximum between the two following cases (A and B):
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Also, before applying the derivatives to both forms of (6.8), it is important to note
the following. In both cases, only the ‘C’ and ‘tsr’ terms depend on the length of the DLL
PDUs (L). For the ‘C’ terms, the derivative of C in order to L will always be: (d + ki) / ki,
for a PhL PDU in Communication Domain i, and d, ki and ri as defined in Tables 5.4 and
5.6. This result is borrowed from Eq. (5.16), for which reasoning is given in Chapter 5.
For the case of the ‘tsr’ terms, the derivative of tsr in order to L will always be the set:
0, (d + ki) / ri - (d + kj) / rj , for a PDU being relayed from Communication Domain i to
Communication Domain j. This result is borrowed from Eq. (5.14), for which reasoning
is provided in Chapter 5.

Let us now workout the derivatives of both cases (A and B) in order to Lreq(l-1). For
Case A, it develops as follows:
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Adding the first two terms to each of the two elements of the set, it results in:
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For case B of Eq. (6.8), the derivative will be 0 (no dependency on Lreq(l-1)), i.e.:
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Taking into account Eqs. (6.9) and (6.10), one can conclude that:
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Note that (d + ki) / ri is the duration of a DLL character in Di. From a less formal
point of view, Eq. (6.11) states that if a character has a longer duration in Dj than in Di,
then the additional idle time that must be inserted (ti→j

ID1Γ+) increases with the length of
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the DLL request PDU of the previous transaction (Lreq(l-1)). Oppositely, if the duration of
a character in Di is greater than in Dj, then ti→j

ID1Γ+ decreases with Lreq(l-1).
Now, the same reasoning will be developed for the derivatives of (6.8) in order to

Lresp(l-1) and Lreq(l).
Thus, applying the derivative in order to Lresp(l-1) will give, for case A:
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While for case B it will be:
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Considering the results expressed in Eqs. (6.12) and (6.13), one may conclude that:
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Finally, the derivative of (6.8) in order to Lreq(l), will be, for both cases of (6.8):
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With which it may be concluded that:
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In summary, in order to evaluate the upper bound for the idle time that needs to be
inserted by a given master ES, the following DLL PDU lengths must be chosen:
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with Lmax
req, L

max
resp and Lmin

resp as defined in Table 5.9 (Chapter 5), where S denotes the
set of message streams for the master ES under consideration.

Obviously, in order to compute the value for ti→j
ID1Γ+ for a given master ES, there is

the need to know the characteristics of the message streams related to that master.
Therefore, the length of the different DLL request and response/acknowledgement PDUs
for every acknowledged request and the length of the different DLL request PDUs for
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every unacknowledged request must be known a priori. Note that, in PROFIBUS, the
length of the token PDU (Ltoken = 3 chars) is always smaller than the minimum length of
any request PDU (6 chars). That is the reason for using Lreq(l) = Ltoken (and not Lreq(l) =
Lmin

req(S))  in the case where a minimum length is intended (the PDU of transaction l can
either be a request or the token PDU).

It is also important to determine the value of the responder’s turnaround time that
maximises the inserted idle time. As ti→j

ID1Γ+ increases with the decrease of trt, and
considering that (from Eq. (5.5)) the responder’s turnaround time can vary from tmin

rt to
tmax

rt, trt must be set to tmin
rt in Eq. (6.6), in order to maximise the inserted idle time.

6.4. Computation of the inserted idle time after receiving the token

The condition expressed in Eq. (6.6) for the computation of ti→j
IDΓ1+ is not sufficient for

setting TID1, as a master ES must (also) insert TID1 after the reception of a token PDU
(refer to Section 3.2.9). In Figure 6.7, it is assumed that both the master ES that transmits
the token and the master ES that receives it belong to Communication Domain i (Di).
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qlql-1=0

∆i→j
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∆i→j
b

Transaction l

…
…

I

T Sender of the token PDU

Figure 6.7: Queuing delay after receiving the token

The interval ∆i→j
a is defined as the time elapsed from the beginning of transmission

of the token PDU in Communication Domain i (Di), until the moment when the request
PDU of transaction l (req(l)) may start to be transmitted in Communication Domain j
(Dj). Additionally, the interval ∆i→j

b is defined as the time elapsed from the beginning of
transmission of the token PDU in Communication Domain i (Di), until the moment when
the Intermediate System is able to start transmitting the request PDU of transaction l
(req(l)) in Communication Domain j (Dj).

In order to prevent queuing delay in the first IS, it must be guaranteed that:
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where Lreq(l) is the length of the DLL request PDU (may be an acknowledged request, an
unacknowledged request or the token PDU) for transaction l.
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It will be shown now how to compute the additional inactivity time – ti→j
ID∆1+ – that

must be inserted after receiving the token PDU (Figure 6.8). The reasoning is similar to
the one presented for the case of inserting additional idle time after a master ES receives
a response PDU (i.e., analogue to the scenario presented in Figure 6.4).
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Figure 6.8: Inserting additional idle time after receiving the token

The expression that permits to compute ∆i→j
a is:

rd
ji

lsrreq
ji

ID
i

mID
i
token

ji
a ttttC ++++=∆ →→

+
→

)(11
(6.19)

Similarly, ∆i→j
b can be computed using the following expression:
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The extra idle time that must be inserted after receiving the token can now be
computed, imposing that the extra idle time guarantees that ∆i→j

a ≥ ∆i→j
b:
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Similarly to Eq. (6.7), it is assumed that, for a given master station, the idle time
must be set prior to run time and be valid for the worst-case scenario. Therefore, there is
the need to find a maximum for ti→j

ID1∆+, i.e.:
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Let us determine values for Lreq(l) that lead to a maximum value for ti→j
ID1∆+. Note

that contrarily to the case addressed in Section 6.3, here there is only need to analyse the
characteristics of the request PDU following the token PDU; that is, Lreq(l). Thus,
applying the derivative in order to Lreq(l) gives:
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Therefore, it is possible to conclude that:
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Taking into account the results expressed in 6.24, in order to maximise ti→j
ID1∆+ for

a given master ES, the following DLL PDU lengths must be chosen:
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For computing ti→j
ID1∆+ for a given master ES, there is the need to characterise the

message streams related to that master. Therefore, the length of the different DLL PDUs
for every acknowledged and unacknowledged request must be known a priori.

6.5. Setting the TID1 parameter

The PROFIBUS TID1 parameter is the idle time a master ES must insert after receiving a
response PDU or after receiving the token PDU (refer to Section 3.2.9). Taking this into
account, the inserted idle time ti→j

ID1+ is defined as the maximum between ti→j
ID1Γ+

(defined in Eq. 6.6) and ti→j
ID1+ (defined in Eq. 6.21), i.e.:
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In fact, in Eq. (6.26), ti→j
ID1+ and ti→j

ID1∆+ are the minimum values that verify
inequalities (6.6) and (6.21), respectively. Similarly, ti

ID1+ is defined as:
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Taking into account that the PROFIBUS protocol supports only one register for
TID1, there is the need to aggregate both the “minimum” idle time TID1m (see Table 5.7)
with the inserted idle time TID1+ in one variable, for each master ES, i.e.:
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A simplified algorithm that returns the same idle time parameter values for all
masters ESs in a given Physical Medium (therefore, in a per-Physical Medium basis) is
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presented in Annex B. For the sake of simplicity, instead of considering the particular set
of message streams for each master station, a worst-case scenario where maximum and
minimum PDU lengths for the (overall) Communication Network is considered.

6.6. Computation of the inserted idle time after sending an
unacknowledged request

Adequate additional idle time must also be inserted after issuing an unacknowledged
request. The PROFIBUS protocol uses the TID2 parameter for this purpose (see Section
3.2.9). Figure 6.9 illustrates a scenario which will be used to provide a similar reasoning
(as for TID1) for this additional idle time.

Di

Dj

I I

qlql-1=0

Req l-1

Φi→j
a

Φi→j
b

Transaction l

…
…

Figure 6.9: Queuing delay after unacknowledged request

In fact, the procedure to compute the inserted idle time after an unacknowledged
request PDU is similar to the procedure adopted for computing the inserted idle time
after receiving the token PDU (previous section).

Φi→j
a is defined as the time elapsed from the beginning of transmission of the

unacknowledged request PDU of transaction l-1 (req(l-1)) in Communication Domain i
(Di), until the moment when the request PDU of transaction l (req(l)) may start to be
transmitted in Communication Domain j (Dj). Additionally, Φi→j

b is defined as the time
elapsed from the beginning of transmission of the unacknowledged request PDU of
transaction l-1 (req(l-1)) in Communication Domain i (Di), until the moment when the
Intermediate System is able to start transmitting the request PDU of transaction l (req(l))
in Communication Domain j (Dj).

In order to prevent (increasing) queuing delays, it must be guaranteed that:
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where Lreq(l-1) is the length of the DLL unacknowledged request PDU for transaction l-1
and Lreq(l) refers to an acknowledged request, to an unacknowledged request or to the
token (assuming the value Ltoken, in this case) PDU for transaction l.
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The additional inactivity time – ti→j
ID2+ – must  be set in a way that Eq. (6.29) is

respected, with an example given in Figure 6.10.
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Figure 6.10: Inserting additional idle time after an unacknowledged request

The time interval parameter Φi→j
a can be computed as:
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While the following expression corresponds to the computation of Φi→j
b:
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This means that (according to Eq. (6.29)):
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Similarly to Eq. (6.7), the idle time must be set prior to run time, which implies
finding a worst-case value for ti→j

ID2+, i.e.:
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Let us determine values for Lreq(l-1), Lreq(l) that lead to a maximum value for ti→j
ID2.

Applying the derivative to the right side of Eq. (6.32) in order to Lreq(l-1) develops as:
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From Eq. (6.34), one can conclude that:
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Now, applying the derivative in order to Lreq(l):
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which allows to conclude:
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Taking into account the results expressed in (6.35) and (6.37), in order to maximise
ti→j

ID2 for a given master ES, the following DLL PDU lengths must be chosen:
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To compute the value for ti→j
ID2+ for a given master ES, there is the need to

characterise the message streams related to that ES. Therefore, the length of the different
DLL PDUs for every acknowledged and unacknowledged request must be known.

6.7. Setting the TID2 parameter

Taking into account that the PROFIBUS protocol supports only one register for TID2,
there is the need to aggregate the “minimum” idle time TID2m (see Table 5.9) with the
inserted idle time TID2+ in one variable, for each master ES, i.e.:
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The simplified algorithm presented in Annex B permits the computation of TID2 in a
per-domain basis.
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6.8. Store&Forward Behaviour

For the case where Intermediate Systems have a store&forward behaviour, all the
formulae for the computation of the inserted idle times apply. The only minor remark
concerns the start relaying instant and its derivative in order to L, which for this case are
expressed as in Eq. (5.12) and repeated here, for the sake of clarification:
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The change in the start relaying instant (and in its derivative in order to L) has an
impact on the computation of the maximum value for the inserted idle time parameters,
as explained next.

Taking ti→j
sr = Ci in Eq. (6.6) results in:
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The derivative of Eq. (6.41) in order to Lreq(l-1) is:
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This means that ti→j
ID1Γ+ can only increase with Lreq(l-1).

The derivative of Eq. (6.41) in order to Lresp(l-1) will be:
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This result implies that:
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Finally, the derivative of Eq. (6.41) in order to Lreq(l) is:

i

i

lreq

ji
ID

r

kd

L

t +
−=

∂
∂ →

+Γ

)(

1 (6.45)

which means that ti→j
ID1Γ+ can only decrease with the increase of Lreq(l).
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Therefore, in order to define the appropriate value for ti→j
ID1Γ+ for a given master

ES, the following DLL PDU lengths must be chosen (worst-cases):
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Up to now, the analysis concerned the additional idle time after receiving a
response PDU. For the case of the additional idle time after sending the token, the
analysis is adapted as follows.

Taking ti→j
sr = Ci in Eq. (6.21) results in:
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For which the derivative in order to Lreq(l) will be:
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This result means that ti→j
ID1∆+ can only decrease with the increase of Lreq(l).

Therefore, in order to have a worst-case ti→j
ID1∆ for a given master ES, the following

DLL PDU length must be chosen:
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Finally, and concerning TID2, taking ti→j
sr = Ci in Eq. (6.32) results in:
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Applying the derivative in order to Lreq(l-1):
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which means that ti→j
ID2+ can only increase with the increase of Lreq(l-1). Applying the

derivative in order to Lreq(l):
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Taking into account the results expressed in (6.51) and (6.52), to have a worst-case
ti→j

ID2+ for a given master ES, the following DLL PDU lengths must be chosen:
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Obviously, the algorithm presented in Annex B can also be applied for the
store&forward case, provided that the DLL PDU lengths presented in Eq. 6.17 are used
(and the start relaying instant function is the one expressed in Eq. (6.40)). A slightly
different approach for the computation of the inserted idle time was followed in (Alves
et al., 2001a), since exclusively the store&forward behaviour was considered, in that
particular work.

6.9. Summary

In Chapter 5, it has been shown that if Communication Domains with different physical
layers are interconnected using Intermediate Systems acting as repeaters, traffic
congestion (in the Intermediate Systems) may occur. The problem originated by this
heterogeneity in the physical layers is that message response times are affected by
increasing delays due to queuing in the Intermediate Systems. Therefore, in order to
have reduced and bounded message response times, a solution to this problem was
proposed.

This novel solution this problem relies on an appropriate setting of the PROFIBUS
Idle Time parameters, an inactivity time that must be respected by any master ES before
issuing a request PDU (or passing the token). Obviously, the insertion of this additional
idle time reduces the number of transactions per time unit, when the responder is not in
the same domain as the initiator. Nevertheless, the advantage of avoiding traffic
congestion is enormous. It leads to a better responsiveness to failure (when an error
occurs, retransmissions are undertaken sooner) and to bounded and smaller worst-case
message response times. Importantly, it was shown how to set the Idle Time parameters
(TID1 and TID2) for the cases where Intermediate Systems act as cut-through and
store&forward repeaters.

The methodology presented in Sections 6.3-7 permits to set both idle time
parameters in a per-station basis, taking into account all possible transactions (message
streams) for that master ES. In this sense, each master ES in the Communication
Network would have a unique pair (TID1, TID2) of idle time parameter values. For the sake
of simplicity, a simplified algorithm that returns the same idle time parameter values for
all master ESs in a given Physical Medium (i.e., in a per-Physical Medium basis) is
presented in Annex B. Therefore, instead of considering the particular set of message
streams for each master station, a worst-case scenario where maximum and minimum
PDU lengths for the (overall) Communication Network is considered.

The elimination of traffic congestion by inserting additional idle time enables the
computation of worst-case system turnaround times and message duration for any
message transaction, permitting to set the PROFIBUS Slot Time parameter, as detailed
in Chapter 7. It is also important to stress that the proposed mechanism does not impose
any changes to the PROFIBUS protocol.



Chapter 7

Computing the Duration of Message Transactions
and the Slot Time Parameter

A message transaction usually involves a request PDU followed by the
correspondent response/acknowledgement PDU. Since in the proposed hybrid
architecture, initiator and responder ESs may belong to different Communication
Domains, request and response PDUs may have to be relayed by one or more ISs
before reaching the destination. Therefore, a specific analysis is required to
evaluate the additional latencies introduced by the broadcast nature of the network.
This chapter presents a methodology to evaluate both the worst-case system
turnaround time and the worst-case duration of any message transaction. It also
presents a methodology on how to set the PROFIBUS Slot Time parameter.

7.1. Introduction

The message’s response time in a PROFIBUS-based Communication Network is mainly
dependent on the medium access delay (contention due to other messages in the queue
and due to other stations holding the token) and on the duration of the message
transaction. Such duration includes both the duration of the request/response PDUs and
the system turnaround time associated with that transaction, that is, the time interval
between the end of the request transmission and the beginning of the response reception.

While the medium access delay in fieldbus networks has been thoroughly studied in
the last few years, the analysis of the system turnaround time has almost always been
neglected. In a traditional wired network (just one Communication Domain), this may be
reasonable. However, when considering the case of hybrid wired/wireless networks,
there may exist several Communication Domains (and Intermediate Systems) between
initiator and responder. Therefore, even considering that the Intermediate Systems (ISs)
act as repeaters (broadcast network), system turnaround times can be several orders of
magnitude higher than the duration of the request/response PDUs themselves.

The computation of the worst-case system turnaround time (for every possible
message transaction in the network) permits also to compute one of the components of
the PROFIBUS slot time parameter – TSL1 – in all master ESs. This parameter defines the
timeout before which a response/acknowledgement must arrive (for every message
transaction), and it is also used for the token recovery mechanism. The same reasoning,
applied to the case where a master ES passes the token and waits for the next master
station to transmit, permits to compute TSL2. The Slot Time – TSL – must be set to the
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maximum between TSL1 and TSL2, prior to run-time. The reader is referred to Chapter 3
for further details on this parameter.

It is within this context that TSL assumes a particular importance. On one hand, TSL

must be set large enough to cope with the extra latencies introduced by the ISs. On the
other hand, TSL must be set as small as possible, such as the system responsiveness to
failures does not decrease dramatically; that is, a master must detect a message/token
loss or a station failure within an acceptable time interval. Moreover, and in the context
of a pre-run-time schedulability analysis of PROFIBUS messages (Tovar and Vasques,
1999a/b), it becomes obvious that as TSL is a time component of the worst-case duration
of a message transaction, its value will impact the evaluation of the worst-case message
response time.

In order to fulfil such requirements, this chapter proposes methodologies in order to
compute:

1. tst – the worst-case system turnaround time for a message transaction;
2. TSL1 – one of the components of the PROFIBUS Slot Time parameter, based on

the worst-case system turnaround time of all message transactions;
3. Cack and Cunk – the duration of acknowledged and unacknowledged message

transactions, respectively;
4. TSL2 – the second component of the PROFIBUS Slot Time parameter, based on

the worst-case system turnaround time after a master passing the token to
another master;

5. TSL – the PROFIBUS slot time parameter, based on the maximum value
between TSL1 and TSL2.

In this chapter, it will be proved that the inserted idle time guarantees that there is
no increasing queuing delays in the ISs. Nevertheless, there may occur queuing delays in
some ISs (except the first) between initiator and responder of a transaction (or between a
master ES and its successor, when passing the token). Consequently, the insertion of
additional idle time enables the computation of the worst-case queuing delay – Q –
affecting any request PDU. Such worst-case queuing delay will be a component of the
worst-case system turnaround time for any message transaction (tst = Q + tstn), where tstn

is used to denote the system turnaround time assuming no queuing delay.
This chapter is structured as follows. Section 7.2 shows how to compute the system

turnaround time of a message transaction assuming no queuing delay (tstn) and analyses
how the length of the request and response PDUs of that transaction impacts the tstn

value. Additionally, it also presents a methodology to compute the worst-case system
turnaround time (tst). Then, Section 7.3 shows how to compute the worst-case queuing
delay (Q) for a message transaction, taking into account that the transaction may be
preceded by an acknowledged (request/response) or unacknowledged (SDN) transaction.
After, in Section 7.4, it is shown how to compute the duration of acknowledged (Cack)
and unacknowledged (Cunk) transactions.

Since the appropriate setting of the PROFIBUS Slot Time parameter is fundamental
for the proper operation of the proposed Communication Network, Section 7.5 addresses
the computation of its two components – TSL1 and TSL2. Annex D presents two
algorithms, one for the computation of TSL1 and of the worst-case duration of message
transactions (Cack and Cunk) and the other for the computation of TSL2. Finally, the case
where ISs behave as store&forward repeaters is addressed in Section 7.6.



Computing the Duration of Message Transactions and the Slot Time Parameter 83

7.2. Basics on the System Turnaround Time

Consider a Communication Network (Figure 7.1) with two End Systems (I and R),
where every message transaction must be relayed by three Intermediate Systems (LISs).

LISD1 D2

I
LIS

D3

LIS
D4

R

Figure 7.1: Example of a Communication Network

Figure 7.2 illustrates the time intervals for the computation of the system turnaround
time of a transaction (l) between I and R. In the scenario, it is assumed that the request
PDU of transaction l suffers no queuing delay in none of the IS:
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I

Transaction l

D3

D4

t1→2
srreq(l)
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I Initiator of the transaction
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Figure 7.2: System turnaround time with no queuing delays

For this particular case, the system turnaround time is given by:
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Considering that from Eq. (5.5), the responder’s turnaround time can vary from tmin
rt

to tmax
rt, trt must be set to tmax

rt, to consider the worst-case system turnaround time.
In order to set the Slot Time parameter in PROFIBUS and also to carry out a worst-

case message response time analysis, it is necessary to determine the worst-case system
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turnaround time for all message transactions in the network. It must be stressed again
that TSL must be set with the same value in all master ESs of the Communication
Network. To this purpose, the logical approach is to determine the worst-case system
turnaround time for each master ES (taking into account all possible message streams for
that ES) and then to choose the worst-case system turnaround time in the network
(considering the overall set of masters).

Finally, the worst-case system turnaround time of a message transaction (tst) is the
sum of the worst-case total queuing delay affecting the request PDU (Q) and the system
turnaround time assuming no queuing (tstn):

stnst tQt += (7.2)

In the following section, a methodology to compute the value of Q is proposed.

7.3. Computation of the worst-case queuing delay

When computing the system turnaround time for a message transaction, it is necessary to
take into consideration that the request PDU of transaction l may be affected by queuing
delays in the Intermediate Systems due to a previous PDU (response PDU or
unacknowledged request PDU of  transaction (l-1)).

7.3.1. Why there is no increasing queuing delays (bounded Q)

By definition, the inserted idle time guarantees that there is no queuing delay in the first
IS to relay a PDU (request or token) from the initiator to the responder. From that IS on,
this PDU may be affected by queuing delays, but the worst-case total queuing delay – Q
– can be computed (as it will be shown in Sections 7.3.3 and 7.3.4). The following
reasoning proves that the inserted idle time guarantees no increasing queuing delays:

1. in Section 7.3.2, it will be proved that the worst-case queuing delay affecting
any (request) PDU occurs when it is preceded by a maximum length PDU;

2. therefore, the maximum queuing delay occurs for an infinite sequence of
maximum (equal) length PDUs (Lmax

req = Lmax
resp = Lmax);

3. nevertheless, it is proved in Annex C that if Lreq(l-1) = Lresp(l-1) = Lreq(l), then there
are no queuing delays affecting the request PDU of transaction l (Q = 0);

4. thus, the inserted idle time guarantees that there are no increasing queuing
delays in the ISs.

7.3.2. How queuing delays grow with the length of the preceding PDU

It will be proved next that the queuing delay for a request PDU in transaction l grows
with the increase in the length of the previous transaction’s (l-1) PDU, which may be
either a response PDU or an unacknowledged request PDU (Figure 7.3).

Assume that i is any Communication Domain but the one to which the station who
issued the (l-1) PDU (as well as the station who issued the l request PDU) belongs to.
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Transaction l-1 Transaction l

Ωi→j
b

Ωi→j
 a

……

ωj

Response PDU or unacknowledged request PDU

Idle time (tID1m or tID2m) Request PDU

Figure 7.3: Queuing delay as a function of the preceding PDU

If the time span ωi > 0, then an infinitesimal increase in L(l-1) does not delay the
request PDU of transaction l in Di. However, if  ωj = 0, an increase in Ωi→j

b may delay
the request PDU of transaction l in Di, causing an increase in the system turnaround time.
Such influence can be analysed as follows.

For the case where ωi > 0, let us analyse how L(l-1) influences Ωi→j
b:

j
IDm

j
lrd

ji
lsr

ji
b tCtt +++=Ω −

→
−

→
)1()1(

(7.3)

Applying the derivative in order to L(l-1) results in:
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Considering the first case of the set presented in Eq. (7.4):
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For the second case:
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Since both derivatives are always positive, Ωi→j
b always grows with the increase of

L(l-1), which means that the system turnaround time of transaction l can only grow with
the increase of L(l-1).

If ωi = 0, then an infinitesimal increase in L(l-1) will delay the request PDU of
transaction l in Communication Domain i. Let us analyse how L(l-1) influences Ωi→j

a. If it
can be proved that Ωi→j

a increases with L(l-1), then the system turnaround time of
transaction l also increases with L(l-1). Ω

i→j
a) is given by the following expression:
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which can be separated into two cases. The first case is expressed in Eq. (7.8.)
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for which the derivative in order to L(l-1) results as follows:
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For the second case:
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where applying the derivative in order to L(l-1) results in:
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As both derivatives are always positive, Ωi→j
a always grows with the increase of L(l-

1), which means that the system turnaround time of transaction l can only grow with the
increase of L(l-1). Since, for both cases (ωi > 0 and ωi = 0), Ωi→j increases with the
increase of L(l-1), then it is proved that the system turnaround time of transaction l
increases with  the increase of L(l-1).

7.3.3. Why only the previous transaction must be considered

From Eq. (7.2), the worst-case system turnaround time of transaction l occurs when the
request PDU of transaction l is subject to a maximum queuing delay (Q). It was proved
(Section 7.3.2) that this maximum queuing delay occurs when the request PDU of
transaction l is preceded by the longest PDU (response of an acknowledged transaction
or unacknowledged request). Again, for this PDU (transaction (l-1)), the maximum
queuing delay occurs when it is preceded by the longest PDU. This PDU may be either a
request PDU if transaction (l-1) is acknowledged, or an unacknowledged request PDU
(correspondent to transaction (l-2)), or the response of an acknowledged request
(correspondent to transaction (l-2)). However, it has also been proved (Annex C) that for
L(l-1) = L(l-2), the request PDU of transaction (l-1) is not subject to queuing delays.

As a consequence, and from the temporal analysis point of view, this permits to
“clear” the memory of the system (past transactions), i.e. for the computation of the
worst-case total queuing delay (Q) affecting the request PDU of transaction l, only
transactions (l-1) and l must be considered.

7.3.4. Computing queuing delays (transaction (l-1) is acknowledged)

Considering that transaction (l-1) is an acknowledged (request/response) transaction, its
queuing delay in every IS between initiator and responder can be computed as follows.
For this purpose, the definition of Γi→j

a  and Γi→j
b  (introduced in Section 6.3) will be

extended to encompass more than one IS between initiator and responder.
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Figure 7.4: Extending the definition of ΓΓi→→j
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Γ1
a and Γ1

b, which means considering the first IS in the path between the initiator
and responder of transaction l, are given by the following formulae:
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Considering the effect of the first two ISs in the path, then:
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The generalisation for the case of a i number of consecutive ISs is computed as
follows:
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where i represents the index in the set of Communication Domains belonging to the path
between the initiator and responder of transaction l. Both Γi

a and Γi
b can be computed for

any i ∈ I = 1,…, ndp - 1, in which ndp is the number of Communication Domains in
the referred path.
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In Figure 7.4, it is assumed that the request PDU of transaction (l-1) suffers no
queuing delay, in any of the IS. Since Γi

a ≥ Γi
b for any Communication Domain i ∈ I, the

request PDU of transaction l will not be subject to a queuing delay, in any of the IS.
Now, consider another example (Figure 7.5) where Γi

b > Γi
a for i = 2. The consequence

is that the request PDU of transaction l is subject to a queuing delay in the second IS.

D1

D2

I IR
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b
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Γ2
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Γ2
b

D4

Γ3
a

Γ3
b

…tst

Transaction l
…

trt

queuing
delay

Figure 7.5: Example of queuing delay (from D2 to D3)

Obviously, this queuing delay contributes for the increase in the system turnaround
time of transaction l. Generally, the queuing delay from Communication Domain i to
Communication Domain (i+1) can be computed as follows:

{ }i
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i
b

iq Γ−Γ=Γ ,0max (7.15)

In order to compute a worst-case value for the queuing delay, there is the need to
determine the responder’s turnaround time that leads to a maximum value for the
queuing delay. It is easy to figure out that qi

Γ increases with the decrease of trt. This is
intuitive both from Figure 7.5, as well by a brief analysis of (7.12), by subtracting
Γi

a to Γi
b. Taking into account that from Eq. (5.5), the responder’s turnaround time can

vary from tmin
rt to tmax

rt, trt must be set to tmin
rt, for use in Eq. (7.15), in order to get the

worst-case queuing delay.
Therefore, the total queuing delay due to an acknowledged (l-1) transaction is:
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where ndp is the number of Communication Domains in the path from the initiator to the
responder.

7.3.5. Computing queuing delays (transaction (l-1) is unacknowledged)

Now, consider the case where the previous transaction (l-1) is an unacknowledged one.
For that purpose, the definition of Φi→j

a and Φi→j
b (introduced in Section 6.6) will be

extended to encompass more than one IS between initiator and responder (Figure 7.6).
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In the same way, Φ2
a and Φ2

b (that is, considering the first two ISs in the path) are:
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The generalisation for the case of a number i of consecutive ISs in the path is:
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where i represents the index in the set of Communication Domains belonging to the path
between the initiator and responder of transaction l. Both Φi

a and Φi
b can be computed

for any i ∈ I = 1,…, ndp - 1.
For the example depicted in Figure 7.6, the request PDU of transaction (l-1) suffers

no queuing delay, in any of the IS, as Φi
a ≥ Φi

b for any Communication Domain i ∈ I.
However, similarly to the case where transaction (l-1) is acknowledged, Φi

b can be
higher than Φi

a, leading to queuing delays that must be considered in the computation of
the system turnaround time for transaction l. Therefore, the queuing delay from
Communication Domain i to Communication Domain (i+1) can be computed as:
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Thus, the total queuing due to an unacknowledged (l-1) transaction is:

( )∑
−

=
ΦΦ =

1

1

ndp

j

jqQ (7.21)



90 Computing the Duration of Message Transactions and the Slot Time Parameter

7.3.6. Computation of the worst-case total queuing delay (Q)

Finally, the worst-case total queuing delay Q can be computed as the maximum between
the worst-case queuing delays imposed in case the precedent transactions are
acknowledged (QΓ) or unacknowledged (QΦ), respectively, i.e.:

{ }ΦΓ= QQQ ,max (7.22)

7.4. Computation of the duration of message transactions

In this section, a methodology for computing the duration of acknowledged and
unacknowledged transactions will be provided.

7.4.1. Duration of request/response transactions (Cack)

The duration of an acknowledged transaction – Cack (Figure 7.7); that is, a transaction
constituted by request and response/acknowledgement PDUs, can be computed as:
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Figure 7.7: Duration of a request/response transaction (Cack)

7.4.2. Duration of unacknowledged transactions (Cunk)

The duration of an unacknowledged transaction (Cunk), illustrated in Figure 7.8, does not
depend on the path between the initiator and the responder, since there is no need to wait
for any response/acknowledge for the initiator to issue another request (or token) PDU.
Such duration can thus be evaluated as follows:
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Figure 7.8: Duration of an unacknowledged transaction (Cunk)

7.5. Computation of the Slot Time parameter

7.5.1. Computation of TSL

Section 3.2.10 introduced the definitions of the Slot Time parameter and its two
components – TSL1 and TSL2. According to Eq. (3.6), all master ES in the Communication
Network must set the Slot Time parameter to the same value, which is the maximum
between tSL1 and tSL2:

{ } ,max 21 SLSLSL ttt = (7.25)

In order to set the Slot Time parameter in every master ES, it is necessary to
compute its value in bit times (TSL) for every Communication Domain, as follows:

  DirtT i
SL

i
SL ∈⋅=    ,  (7.26)

Note that the computation of the Slot Time in bit times originates a (small)
codification error that will turn the slot time value (in time units) different for
Communication Domains with different bit rates.

The PROFIBUS standard states that the Slot Time parameter must be set to the
same value in all master ES in the Communication Network. The justification for this
relies on the procedure to reactivate a token loss, which depends on both TSL and the ES
address. The codification error mentioned before can be neglected, considering that its
impact in the computation of the PROFIBUS Timeout parameter (TTO = 6 × TSL +
2 × n × TSL, where n is the address of the master ES) is negligible.
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7.5.2. Computation of TSL1

The computation of tSL1 is quite straightforward, after having computed the worst-case
system turnaround time for all message streams (i denotes the index of the message
stream in the set S) in the Communication Network.

[ ]( ){ } max1 iStt stSL = (7.27)

The 11 bits and safety margin (TSM) components defined in the PROFIBUS protocol
(refer to Section 3.2.10) will be neglected. The reason for this is justified since these
details are very much associated to the specifics of the RS-485 Physical Layer. When
considering different types of physical layers, as in the addressed architecture, these
details lose their meaning. Nevertheless, the sum of these adjustments is usually very
small, comparing to the usual values of the worst-case system turnaround times.

The result from Eq. (7.27) should be used in Eq. (7.26), to compute TSL1 in bit times.

7.5.3. Computation of TSL2

As described in Section 3.2.10, in order to compute TSL2 it is necessary to compute the
worst-case system turnaround time after transmitting the token PDU – tst_token. This is the
maximum time the initiator waits after transmitting the last bit of the token PDU until it
detects the first bit of a PDU (either a request or the token) transmitted by the ES that
received the token. Figure 7.9 illustrates the time parameters that are used in the
computation of tst_token.
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Figure 7.9: Illustration of tst_token

The system turnaround time after transmitting the token PDU – tst_token – can
generically be computed as follows:
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(7.28)
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where Q is the maximum total queuing affecting the token PDU, from the
Communication Domain of the ES that transmitted the token to the Communication
Domain of the ES that received the token.

The second component of Eq. (7.28) represents the time for relaying the token PDU
along the previously referred path, and can be computed as follows:
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After receiving the token PDU, a master ES can issue a request PDU (belonging to
the set of its message streams) or just pass the token to the next master ES. In order to
have a maximum value for the system turnaround time, one must consider a worst-case
scenario, i.e.:
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This maximisation must consider all possible values for the length of the request
DLL PDU (for all message streams of the master that received the token), including the
length of the token DLL PDU, i.e. :
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Finally, in order to compute TSL2 it is necessary to compute the worst-case system
turnaround time after transmitting the token PDU for all master ESs (M[i]) in the
Communication Network, i.e.:

[ ]( ){ } max _2 iMtt tokenstSL = (7.32)

A simplification similar to the one assumed for the computation of tSL1 is assumed,
i.e., the 11 bits and the safety margin (TSM) components of TSL1 defined in the
PROFIBUS protocol (refer to Section 3.2.10) are neglected.

TSL2 may then be computed using the result of Eq. (7.32) in Eq. (7.26).
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7.6. Store&Forward Behaviour

For the case where Intermediate Systems have a store&forward behaviour, all the
analysis, formulae, results and algorithms presented in this chapter are also valid. The
only difference is that the start relaying instant is expressed as in Eq. (5.12) and its
derivative in order to L as in Eq. (5.16), repeated here for convenience:
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Therefore, the only results that must be reformulated are the ones presented in Eqs.
(7.3) and (7.7). Eq. (7.3) is rewritten as follows:

j
IDm

j
lrd

i
l

ji
b tCtC +++=Ω −−
→

)1()1(
(7.34)

for which the derivative in order to L(l-1) results in:

0
)1(

>
+

+
+

=
∂
Ω∂

−

→

j

j

i

i

l

ji
b

r

kd

r

kd

L
(7.35)

Eq. 7.7 is rewritten as follows:
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which, similarly to Section 7.3.2, can be separated into two cases. In the first case:
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for which the derivative in order to L(l-1) results in:
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For the second case:
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where applying the derivative in order to L(l-1) results in:
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Similarly to the case of the cut-through behaviour, both Ωi→j
a and Ωi→j

b increase
with the increase of L(l-1). Therefore, also for this case it is proved that the system
turnaround time of transaction l will also increase with the increase in L(l-1) �

Just to give a clearer picture of the computation of the system turnaround time for
the case of the store&forward behaviour, an example is given in Figure 7.10. It is
assumed that the request PDU of transaction l suffers no queuing delay in all the ISs.
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Comparing to the case of Figure 7.2, the system turnaround time for the
store&forward behaviour is considerably higher (note that PDU lengths are the same for
both cases). For the store&forward case, Eq. (7.1) results in:
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This result is equivalent to the one presented in (Alves et al., 2001b; Alves et al.,
2002). Similarly to what was considered in Section 7.2, the responder’s turnaround time
that maximises the system turnaround time is trt = tmax

rt.
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Figure 7.10: Example of system turnaround time for S&F (no queuing)

Oppositely to the cut-through behaviour, tstn always grows with Lreq(l) and Lresp(l), as
it is going to be proved next. Applying the derivative in order to Lreq(l):
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Now, applying the derivative in order to Lresp(l):
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Since both derivatives are always positive, tstn is maximum for Lreq(l) = Lmax
req and

Lresp(l) = Lmax
resp.
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Considering this result, the need for computing the worst-case total queuing (Q)
could be avoided, by assuming that, for any message stream, Lreq(l) = Lmax

req. This is true
since it is proved (in Annex C) that for Lreq(l-1) = Lresp(l-1) = Lreq(l), the request PDU of
transaction l is not affected by any queuing delays.

Is this case, the computation of the system turnaround time for transaction l would
be reduced to:
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It should be stressed that this is a slightly pessimistic result, since the effective
length of the request PDU of transaction l is neglected, always using Lreq(l) = Lmax

req ,
(even if Lreq(l) is small). This approach was proposed in (Alves et al., 2001b; Alves et al.,
2002).

7.7. Summary

Chapter 6 proposed a methodology to eliminate increasing queuing delays in the
Intermediate Systems. Nevertheless, it does not avoid queuing delays beyond the first in
the path between initiator and responder. By an appropriate setting of the PROFIBUS
Idle Time parameters, it is possible to compute a worst-case (system) turnaround time
and a worst-case duration for request/response transactions. This is of paramount
importance for developing a worst-case message response time analysis and also for
setting the PROFIBUS Slot Time parameter.

This chapter has shown how to compute the worst-case duration of acknowledged
(request/response) and unacknowledged (SDN) message transactions (Cack and Cunk,
respectively), based on the knowledge that the worst-case queuing delay affecting any
request PDU (Q) occurs when this PDU is preceded by PDUs with the maximum length.

By computing the worst-case system turnaround time (tst) of all message
transactions in the Communication Network, it is possible to set an appropriate value for
the PROFIBUS Slot Time parameter (TSL). This is a very important parameter in
PROFIBUS networks, since it defines how long a master ES must wait for a response
PDU before issuing a message retry (or abort that message transaction) or how long it
should wait for any PDU after transmitting the token to another master ES. Both cut-
through and store&forward behaviours were addressed.

Annex D presents two pseudo-code algorithms which implement the proposed
formulae. One addresses the computation of the worst-case system turnaround time (tst)
and the worst-case duration of message transactions (Cack), and of the first component of
the PROFIBUS Slot Time parameter – TSL1. The other algorithm permits the
computation of the second component – TSL2.

In this chapter, inter-cell mobility has still not been supported. The following
chapter analyses how (inter-cell) mobility of MWLESs and MWRDs between Radio
Cells impacts the results obtained in this chapter. Moreover, a timing analysis of the
mobility management mechanism will be carried out.



Chapter 8

Timing Analysis Considering Inter-Cell Mobility

This chapter presents a timing analysis of the mobility management mechanism
that was introduced in Chapter 4. As it will be shown, this mechanism has a time
bounded duration. As mentioned in Chapter 4, the mechanism provides a seamless
handoff for Mobile End Systems (masters and slaves) and for Mobile Linking
Intermediate Systems (associated to Mobile Wired Domains). The impact of the
inter-cell mobility in the Idle Time (Chapter 6) and Slot Time (Chapter 7)
parameters will also be addressed.

8.1. Introduction

The basics of the Mobility Management mechanism adopted for the addressed hybrid
wired/wireless communication network were already presented in Chapter 4. The main
objective of this chapter is to find a methodology to set some important parameters for
the Mobility Management mechanism.

In order for this mechanism to be compatible with the characteristics of
PROFIBUS, after the Mobility Master (MobM) triggers the mobility management
mechanism, it must insert an adequate idle time corresponding to the duration of the
mobility management procedure, before issuing another transaction or passing the token.
Since the Beacon Trigger (BT) PDU is a PROFIBUS SDN (unacknowledged request)
PDU, the idle time to be inserted by the MobM after transmitting the BT PDU must be
implemented by using TID2.

One of the main objectives of this chapter will therefore be the evaluation of the
proper value to set TID2 in the MobM. Obviously, this value is related to the worst-case
duration of the mobility management procedure (which happens periodically). The
duration of this mobility management procedure depends on the number of beacons that
each Structuring Intermediate System (SIS) or Structuring & Linking Intermediate
System (SLIS) must transmit, after having received (and relayed) the BT PDU. The
number of beacons transmitted by each SIS/SLIS can be different, since they can receive
the BT PDU at different instants (depending on the number of ISs and on the Physical
Media in the path between the MobM and each SIS/SLIS). The way to compute the
proper number of beacons to be transmitted by each SIS/SLIS is also a focus of this
chapter.

This chapter starts by analysing the impact of supporting inter-cell mobility on
previous results obtained in Chapters 6 and 7, before going into detail on the
methodologies to compute the Mobility Management parameters.
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8.2. Assumptions

The mobility management mechanism imposes that the MobM cannot be a mobile ES
(MWLES) nor belong to a mobile WRD (MWRD), i.e. the relative physical position
between the MobM and the SISs/SLISs cannot change. The reason for this is that the
mobility management parameters (number of beacons of the SISs/SLISs and Idle Time
inserted by the MobM) are computed prior to run-time. Therefore, there can be no
changes in the path between the MobM and the SISs/SLISs.

The mobility management functionality can be under the responsibility of a
dedicated master ES or can be integrated in a normal master ES. In the latter, the BT
PDU coexists with the other message streams of that master ES. In the former, there is
the guarantee that the MobM will pass the token to its successor, after issuing the BT
PDU (and waiting a predefined idle time – TID2).

Additionally, all the Structured Wireless Domains (SWLD) are assumed to be
associated to the same Physical Medium (i.e., same r, lH, lT, k, o parameter values). This
simplifies the handoff procedure in the mobile ES and enables setting Cbeacon, tbgap and tsw

directly in time units (µs), in order to compute tho. Note that these parameters are defined
in Table 5.10.

8.3. Impact of inter-cell mobility on previous results

8.3.1. Idle Time parameters

As it was explained in Chapter 6, the Idle Time parameters for a certain master ES are
computed taking into account the different Physical Media existent in the
Communication Network, the timing behaviour of the Intermediate Systems and on the
set of Message Streams of that master ES. Neither the path between initiator and
responder nor the path between a master and its successor are relevant. Therefore, there
is no impact of considering inter-cell mobility on the computation of the Idle Time
parameters. Nevertheless, it is important to note that the TID2 parameter in the MobM
must be computed in a different way (to the one presented in Chapter 6), as it will be
described later on in this chapter.

8.3.2. Slot Time parameter

The computation of TSL1 depends on the worst-case system turnaround times of all
message transactions in the Communication Network. For a particular message
transaction, the fact that the initiator, the responder or both are mobile (or belong to a
mobile WRD), and move between Radio Cells, can influence the worst-case system
turnaround time for that message transaction. This is due to the change in the path, i.e.
the ordered set of Communication Domains between initiator and responder depends on
the location of both initiator and responder. Therefore, in order to compute the worst-
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case system turnaround time and the duration for a message transaction (and TSL1), every
possible path (due to inter-cell mobility) between initiator and responder must be
considered.

Similarly, the computation of TSL2 is also influenced by mobility. The reason for
this is that the path between a master and its successor can also vary, in case the master,
its successor or both are mobile (or belong to a MWRD) and move between cells.
Therefore, there is the need to compute the worst-case system turnaround time after
passing the token, considering every possible path between the master and its successor,
for every master in the Communication Network.

To clarify the impact of inter-cell mobility on the computation of the Slot Time
parameter, consider the Communication Network layout given in Figure 8.1. Assume
that there is one message transaction between WLES1 (initiator) and WLES2
(responder). In the scenario, the path between WLES1 and WLES2 is SWLD1 (→
SLIS1) → WRD1 (→ SLIS2) → SWLD2 (→ LIS) → WRD2 (→ SLIS3) → SWLD3. If
WLES1 joins SWLD2, the path for the message stream changes to SWLD2 (→ LIS) →
WRD2 (→ SLIS3) → SWLD3. If WLES1 moves to SWLD3, then the path is SWLD3
(→ SLIS3) → SWLD3, i.e. involves only one IS, since initiator and responder are in the
same Communication Domain (but every PDU must be relayed by the SLIS). Therefore,
all these possible paths must be considered when computing TSL1.

SWLD1

CH1

WRD1

MobM

SLIS1 SLIS2

SWLD2

CH2

Structuring and Linking
Intermediate System

SLIS

MobM Mobility MasterWired Communication Medium

Wireless Communication Medium WLES Mobile Wireless End System

SWLD3

CH3

LIS

WRD2

SLIS3

WLES2

Linking Intermediate SystemLIS

WLES1

Figure 8.1: Example of a Communication Network supporting inter-cell mobility

Similarly, in order to compute the second component of the Slot Time – TSL2 (which
is related to the token-passing), the (inter-cell) mobility of master ESs must also be taken
into account.

As an example, assume that two of the ESs in the example Communication
Network depicted in Figure 8.1 are master stations – WLES1 and the MobM. The fact
that WLES1 can join different SWLDs implies the consideration of the different paths
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from that master to its successor. In fact, the path of the token from WLES1 to the
MobM is SWLD1 (→ SLIS1) → WRD1 (if WLES1 is in SWLD1). If WLES1 moves to
the coverage area of SWLD2, the path will be SWLD2 (→ SLIS2) → WRD1.

8.3.3. Implementation approach

In order to compute the Slot Time parameter (TSL) for a Communication Network
supporting mobility, an implementation approach is proposed that introduces no changes
to the algorithm for the computation of the Slot Time parameter presented in Annex E
(no mobility support).

The implemented approach for the computation of TSL1 requires the definition of a
different message stream for each possible path (between initiator and responder) of a
particular message stream (as outlined in the input data file presented in Annex F). For
instance, if a message stream can have 3 different paths between initiator and responder,
3 (distinct) message streams must be defined. Similarly, in the computation of TSL2, it is
necessary to define a different token passing stream for every possible path between a
master and its successor. For instance, if 5 different paths between a master and its
successor are possible, 5 (distinct) token passing streams must be defined.

Mobility is taken into account by considering these different paths in the input data,
as exemplified in Chapter 9 and as reflected by the file presented in Annex F. This (text)
file is used as input data for the program that computes all network parameters (e.g. TID1,
TID2, tst and Cack for all message streams, TSL1, TSL2 and the mobility management
parameters).

8.4. Computation of the mobility management parameters

First, a preliminary value for the worst-case duration of the mobility management period
(t’mob) must be computed. This time span is defined as the time elapsed between the end
of the transmission of the BT PDU (by the MobM) and the end of the handoff procedure
in the MWLES/MLIS where this procedure ends last.

After having computed t’mob, it is possible to determine the number of beacons each
SIS/SLIS must transmit (nb). Finally, the worst-case value for the mobility management
duration (tmob), from which the idle time (TID2) of the MobM can be computed, is
readjusted considering the exact number of beacons sent by each SIS/SLIS. This
readjustment results from the fact that SISs/SLISs must send an integer number of
beacons that covers the worst-case period required for the MWESs/MLISs to perform
channel assessment and switching.

8.4.1. Preliminary value for the mobility management duration (t’mob)

The MobM needs to insert an appropriate idle time before passing the token (in case the
MobM is a dedicated master) or issuing another request PDU (in case the MobM is a
normal master), in order to guarantee that the last mobile ES/LIS to receive the BT PDU
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has still enough time (sufficient number of beacons) to perform channel assessment and
switching.

This value for the idle time is roughly the sum of the worst-case latency of the BT
PDU (tbt) and the worst-case duration of the handoff procedure (tho):

hobtmob ttt +=' (8.1)

Figure 8.2 illustrates an example of the value of t’mob.

D1
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BT

D3

D4

tbt
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Sum_tsrBT
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C4
BT tho

t’mobC1
BT

T

Figure 8.2: Example illustrating the value of t’mob

The mobility management duration must be computed for every SWLD, in order to
obtain the worst-case value, which is just a preliminary value for the worst-case mobility
management duration. As mentioned before, this result must be readjusted depending on
the (integer) number of beacons required to be sent by each SIS/SLIS. This will be
explained later on in detail in Section 8.4.4.

8.4.2. Worst-case latency of the BT PDU (tbt)

The BT PDU takes a time interval tbt to reach a specific SWLD, which is given by:

btnbt tQt += (8.2)

where Q is the maximum queuing delay affecting the BT PDU, from the Communication
Domain of the MobM to the SWLD being considered.

The second component (tbtn) represents the latency of the BT PDU along the
previously referred path, without considering the queuing delay, and is given by:
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with definition of parameters as described in Table 8.1.
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Table 8.1: Notation and description of relevant parameters

Notation Description
ndp Number of Communication Domains in the path

between the MobM and an ES in the SWLD that is
being considered

Cndp
BT Duration of the BT PDU in Communication Domain

ndp (SWLD being considered)
C1

BT Duration of the BT PDU in Communication Domain
1 (location of the MobM)

Sum_tsrBT Total latency of the BT PDU along the path from the
MobM until the SWLD that is being considered

tj→j+1
srBT Start relaying instant of the BT PDU, from

Communication Domain j to Communication
Domain j+1

trd Relaying delay of an IS, assumed equal for all ISs

In order to compute Q (the worst-case queuing delay for the BT PDU), two
different cases must be considered, depending on the role of the MobM in the
Communication Network:

1. the MobM is a normal master (with other message streams);
2. the MobM is exclusively dedicated to managing mobility.

The worst-case queuing delay for the Beacon Trigger PDU depends on these two
cases. In the first case, the BT PDU may be preceded by any PDU from the message
streams of that master. Therefore, it is assumed that the BT is preceded by maximum
length PDUs either from a request/response transaction or an unacknowledged
transaction. The computation of the queuing delay affecting the BT PDU is similar to the
computation of the queuing delay for any request PDU (Chapter 7). This means
computing QΓ and QΦ, considering Lreq(l) = LBT. Then, the worst-case total queuing delay
– Q – in Eq. (8.2), is assumed to be the maximum between QΓ and QΦ.

Oppositely, if the MobM is exclusively dedicated to mobility management, the BT
PDU is always preceded by the token PDU. In order to compute the queuing delay for
this case, the definition of ∆i→j

a  and ∆i→j
b  (Section 6.4) will be extended to encompass

the case of a token PDU being relayed through more than one IS, as illustrated in
Figure 8.3.
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Figure 8.3: Extending the definition of ∆∆i→→j
a  and ∆∆i→→j

b to ∆∆i
a  and ∆∆i
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The computation of the queuing delay is thus based on the computation of the
related ∆ intervals (Figure 8.3). Considering ∆1

a and ∆1
b, they may be computed as:







+++=∆

++++=∆
→

→
+

2
1

2211

211
1

1
1

11

mIDtokenrdsrtokenb

rdsrBTIDmIDtokena

tCtt

ttttC
(8.4)

and:
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Which generalising for any number of ISs in the path from the MobM to the
SWLD:
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Consider that i represents the index in the set of Communication Domains
belonging to the path between the MobM and an ES in the SWLD that is being
considered. Both ∆i

a and ∆i
b can be computed for any i ∈ I (1 to (ndp –1)), in which ndp

is the number of Communication Domains in the referred path.
Similarly to the analysis of Chapter 7, the queuing delay introduced from

Communication Domain i to Communication Domain (i+1) is given by:
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Consequently, the total queuing delay due to the token PDU can be computed as:
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Therefore, for the second case of the set in Eq. (8.7), considering that the worst-case
total queuing delay – Q – in Eq. (8.2) is equal to Q∆, the worst-case latency for the BT
PDU is as follows:
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8.4.3. Worst-case duration for the handoff procedure (tho)

Consider again the Communication Network layout example depicted in Figure 8.1.
Each SWLD (SWLD1, SWLD2, SWLD3) is associated to a different radio channel set
(CH1, CH2, CH3). Figure 8.4 exemplifies a timing diagram for the mobility
management procedure (queuing delays are not considered, as they are not relevant for
the computation of the worst-case duration of the handoff procedure).



104 Timing Analysis Considering Inter-Cell Mobility

The worst-case duration of the handoff procedure (tho) is computed as follows. It is
assumed that the mobile ES starts the handoff procedure immediately after receiving the
BT PDU, beginning the assessment in the current radio channel (CH3, in the example).
After that, the station switches to another radio channel (CH2) and does the assessment,
switches to the other radio channel (CH1) and does the assessment, and finally switches
to the radio channel with the best quality.

BT

SWLD2

t’mob

Station in SWLD3 (real case)

BT CH3

CH1

SWLD1

Station in SWLD3 (worst-case)

BT

tsw
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tbt tho
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CH2 CH1
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CH1 CH1 CH1 CH1 CH1 CH1 CH1 CH1 CH1

CH2 CH2 CH2 CH2 CH2 CH2 CH2 CH2 CH2 CH2

CH3 CH3 CH3 CH3 CH3 CH3 CH3 CH3

tmax
ass tmax

ass

Figure 8.4: Mobility management timing diagram

The time elapsed in the assessment of the radio channel currently (tcurr
ass in Figure

8.4) being used by the mobile ES/LIS (CH3, in the example) is:

beaconbgap
curr
ass Ctt += (8.10)

where Cbeacon is the duration of a beacon (physical layer PDU) and tbgap is the time
interval between beacons.

As the MWLESs/MLISs in a certain SWLD start assessing the current radio
channel immediately after the complete reception of the BT PDU, the correspondent
SIS/SLIS starts transmitting beacons immediately after having (completely) relayed the
BT PDU. As a result, the SIS/SLIS and the associated MWLESs/MLISs are
synchronised, at the beginning of the beacon period. Therefore, in Eq. (8.10), tcurr

ass is
just the sum of the beacon gap (tbgap) and the duration of a beacon (Cbeacon).

Oppositely, there is no synchronisation between a MWLES/MLIS and the other
SISs/SLISs in the network, since these may receive the BT PDU at different instants.
Considering the worst-case situation when assessing CH1 and CH2, i.e. the mobile
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station starts assessing the channel immediately after the beginning of the beacon.
Therefore, the maximum assessment duration for each of those channels is:

bgapbeaconass tCt +⋅= 2max (8.11)

where Cbeacon is the duration of a beacon (physical layer PDU) and tbgap is the interval
between beacons. Considering that the number of radio channels (to assess) is denoted as
nch and the switching time is defined as tsw, the maximum duration of the handoff
procedure in the mobile ES is:
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In case three different radio channel sets are used (nch=3, as in the example
presented), the worst-case duration of the handoff procedure will be:

swbgapbeaconho ttCt ⋅+⋅+⋅= 335 (8.13)

Therefore, the (preliminary) maximum duration of the mobility management period
can be computed as (recalling Eq. (8.1)):

hobtmob ttt +=' (8.14)

where tbt and tho are given by Eqs. (8.2) and (8.12), respectively.

8.4.4. The number of beacons for each SIS/SLIS (nb(SLIS))

After having computed a preliminary value for the mobility management duration (t’mob),
it is now possible to determine the number of beacons that each SIS/SLIS must transmit.
A SIS/SLIS starts transmitting beacons upon having received and (completely) relayed a
BT PDU.

In order for the mobility management procedure to work properly, every SIS/SLIS
must know the exact number of beacons they must transmit, which may vary depending
on the SIS/SLIS. This is a parameter which is set in the SISs/SLISs. Moreover,
considering that the beacon transmission is non pre-emptive (i.e., once a SIS/SLIS starts
transmitting a beacon, it must complete the transmission until the end), there will be the
need to adjust the mobility management period, as given by Eq. (8.14).

For every SWLD in the Communication Network, the following approach is then
used:

1. compute the preliminary duration of the beacon period (t’bp);
2. compute the number of beacons that must be transmitted by the correspondent

SIS/SLIS (nb);
3. re-compute the beacon period duration (tbp) for that SLWD;
4. compute the mobility management duration (tmob) for that SWLD.

Obviously, the maximum value between the mobility management duration of all
SISs/SLISs will be chosen as the mobility management duration for the network. This
will be the value to be used to set the Idle Time parameter TID2 for the MobM.
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Computing the preliminary duration of the beacon period – t’bp(SWLD)

The preliminary (maximum) duration of the beacon period, for a particular SWLD can
be computed as follows:

)(')(' SWLDttSWLDt btnmobbp −= (8.15)

Figure 8.5 depicts the timing diagram for the case of SWLD1.
The reason why tbtn (latency of the BT PDU assuming no queuing) is used instead

of tbt (latency with queuing) is that a maximum value for the beacon period must be
computed. This maximum value occurs for the lowest BT PDU latency, that is tbtn (as
can be derived from Eq. (8.14)).
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Figure 8.5: Example for the number of beacons (SWLD1)

Computing the number of beacons – nb(SWLD)

The number of beacons that a particular SIS/SLIS must issue (nb(SWLD)) will be:
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For the case expressed in Figure 8.5, the number of beacons is 10.

Re-computing the beacon period duration (tbp)

Now, it is necessary to re-compute the beacon period duration for the SWLD, taking into
account the real number of beacons that must be issued by the corresponding SIS/SLIS,
as given by Eq. (8.16):

( )beaconbgapbbp CtSWLDnSWLDt +⋅= )()( (8.17)

From Figure 8.5, it is clear that tbp(SWLD1) is greater than t’bp(SWLD1).
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Computing the mobility management duration – tmob(SWLD)

As a consequence, the worst-case mobility management duration due to that SWLD
must also be computed, i.e.:

)()()( SWLDtSWLDtSWLDt bpbtmob += (8.18)

In this case, tbt is considered, i.e. the latency of the BT PDU including the
maximum queuing delay (Q), since a worst-case value for the mobility management
duration is envisaged. Referring to the example depicted in Figure 8.5, it can be seen that
tmob(SWLD1) is greater than the preliminary mobility management duration t’mob.

8.4.5. Setting  the Idle Time parameter (TID2) in the MobM

After having computed the mobility management duration for all SWLD (and the
number of beacons for all the corresponding SISs/SLISs), it is necessary to determine the
maximum between them, i.e.:

{ } Networkion Communicat in the WLD       ,)(max SSWLDtt mobmob ∀= (8.19)

Then, in the mobility master, the idle time parameter TID2 should be set to a
minimum value of:

 MobMmobID rtT ⋅=2
(8.20)

where rMobM represents the bit rate in the physical layer of the mobility master.
This idle time guarantees that there will be no collisions/jamming when the MobM

resumes normal operation (transmits a token or a request PDU)
In Annex E, an algorithm for the computation of both TID2 (for the MobM) and the

number of beacons that each SIS/SLIS must transmit is presented.

8.4.6. Additional remarks

Location of the MobM

The mobility management duration depends on the location of the mobility master in the
Communication Network. In order to optimise the performance/throughput of the
Communication Network, this duration should be minimised at system design phase
(pre-run-time). Therefore, the mobility management duration should be computed for
different locations of the mobility master (Wired or Wireless Domains), in order to get
its optimal (minimum) value. As a rule of thumb, the mobility master should not be
located in “peripheral” Communication Domains, in order to “balance” the latency of the
BT PDU from the MobM until the SISs/SLISs.

Priority of the BT PDU

Considering the PROFIBUS message dispatching algorithm (Figure 3.1), if a master ES
receives a late token, it is only allowed to transmit one high priority message. Therefore,
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in order to guarantee the proper operation of the Communication Network, it is advisable
to set the BT PDU as a high priority message (SDN) and to use a dedicated master ES as
the MobM (no additional message streams in the master). This guarantees the
transmission of the BT PDU upon reception of the token (and if the mobility
management timer has expired).

8.5. Store&Forward behaviour

For the case where Intermediate Systems have a store&forward behaviour, all the
analysis, formulae, results and algorithms presented in this Chapter are also valid. Again,
the only difference is that the start relaying instant is expressed as ti→j

sr = Ci (Eq. 5.12).
A simplified approach where the IS act as store&forward repeaters and the Mobility

Master is exclusively dedicated to mobility management was presented in (Alves et al.,
2002). In that case, queuing delays never occur, due to the store&forward behaviour of
the IS and to the fact that the length of the BT PDU is higher than the length of the token
PDU. As a result, the computation of the mobility management parameters turns out to
be simpler, since there is no need to compute Q (Q = 0).

8.6. Summary

Chapter 4 introduced an innovative mobility management mechanism that uses native
PROFIBUS features and provides a seamless inter-cell mobility for mobile master and
slave End Systems (MWLESs) and also for mobile Linking Intermediate Systems
(MLISs, associated to MWRDs). Basically, a mobility manager (MobM) is responsible
for starting a well-defined mobility management period, during which every Mobile End
System or Mobile Linking Intermediate System will be able to perform the handoff
procedure. One of the pros of this mechanism is the associated timing determinism, since
the mobility management duration can be determined a priori.

This chapter mainly focused on the computation of the fundamental parameters of
the Mobility Management procedure. One is the Idle Time parameter TID2 in the
Mobility Master (MobM), that guarantees that it waits a sufficient amount of time after
transmitting the Beacon Trigger (BT) PDU and before transmitting another request or
token PDU. The other parameter is the number of beacons that each Structuring
Intermediate System (SIS) or Structuring & Linking Intermediate Systems (SLISs) must
issue, after receiving the BT PDU. An algorithm for the computation of the mobility
management parameters is provided in Annex E.



Chapter 9

Applying the Methodologies:
Case Studies and Numerical Examples

In this chapter, some application scenarios are presented. The main objective is to
demonstrate the applicability of the analysis carried out in Chapters 5, 6, 7 and 8.
To this purpose, two case studies are elaborated. Additionally, some simulations
are worked out with the objective of drawing some conclusions about the
characteristics of the methodologies proposed in the previous chapters.

9.1. Introduction

This chapter has two main objectives: to exemplify how to apply the models described in
Chapters 5, 6, 7 and 8 in practical cases, and to elaborate some conclusions on the
proposed methodologies by analysing and comparing the numerical results. All the
results for the case studies are obtained by using a system planning software application
developed in the context of this thesis and which is based on the algorithms presented in
Annexes B, D and E.

Figures are presented for the most relevant parameters, considering two different
case studies. Case Study 1 addresses a not so complex Communication Network layout
that does not support inter-cell mobility. The analytical models of the Communication
Network, including the Communication Domains, Physical Media, End Systems,
Intermediate Systems and Message Streams is also presented. Two different Physical
Media are considered, for encompassing wired and wireless domains.

The Physical Medium of Wired Domains (WRDs) is assumed to be PROFIBUS
RS-485 running at 1.5 Mbit/s. The Physical Medium of Wireless Domains (WLDs) is
assumed to be based on the IEEE 802.11b physical medium (refer to §2.2.4 and §4.4.2),
introducing some initial overhead in the physical layer PDU and with a bit rate of 2
Mbit/s. This overhead in the PhL PDU permits to fulfil some requirements (e.g.,
reliability) imposed by the wireless nature of the Physical Medium. The 2 Mbit/s bit rate
is one of the bit rates encompassed by the IEEE 802.11b standard (IEEE 802.11b, 1999).

The Communication Network scenario presented in Case Study 2 differs essentially
in the support of inter-cell mobility. In this case study, one of the master ESs assumes
the Mobility Management functionality (the Mobility Master - MobM), three
Intermediate Systems assume Structuring & Linking (SLIS) functionality (in order to
have structured radio cells) and two ES are considered to be mobile.
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9.2. Case Study 1: a network scenario without inter-cell mobility

In this case study, a Communication Network topology as depicted in Figure 9.1 will be
considered.

D5

CH3

D1

ES1

IS4

IS1

D2

CH1

ES End System

Wired Communication Medium

Wireless Communication Medium

D4

CH2

IS2

D3

IS3

Intermediate SystemIS

ES2

ES3

ES4

ES5

ES6

Figure 9.1: Network layout not considering inter-cell mobility

9.2.1. Communication Network model

In PROFIBUS, the number of data bits in each DLL char is eight (d = 8) and the length
of the token PDU is three characters (Ltoken = 3). The maximum and minimum lengths for
the request/response PDUs are considered, i.e. 255 characters maximum (Lmax

req =
Lmax

resp = 255) and 6 characters minimum (Lmin
req = Lmin

resp = 6). In spite of the
PROFIBUS short acknowledgement PDU being 1 character length, it will not be
considered as the minimum length response, since it is rarely used (not used at all in
PROFIBUS-DP) due to the non-existence of error detection (FCS field) in the PDU.

Concerning the parameters related to the physical layer, it is assumed that all
Intermediate Systems have an internal relaying delay (trd) of 25 µs and that the minimum
idle time (TIDm) is equal to 100 bit times. The turnaround (reaction) time of all
responders (either master or slave ESs) is assumed to be in the range of 10-50 µs (tmin

rt =
10 µs; tmax

rt = 50 µs).

Communication Domains and Physical Media

There are five Communication Domains (D) and two types of Physical Media (M) in the
example Communication Network. Physical Medium M1 is associated to Wired Domains
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D1 and D3, while M2 is associated to Wireless Domains D2, D4 and D5. Therefore, the
following sets can be defined:

Table 9.1: Sets of Communication Domains and Physical Media

{ } ,,,, 54321 DDDDDD =

{ } , 21 MMM =

with the Communication Domains parameters set as:

Table 9.2: Models of the Communication Domains

{ } { }( ) ,,,, 21111 ESESISMWRDD =

{ } { }( ) ,,,, 32122 ESISISMAWLDD =

{ } { }( ) ,,,,, 443213 ESISISISMWRDD =

{ } { }( ) ,,, 5324 ESISMAWLDD =

{ } { }( ) ,,, 6425 ESISMAWLDD =

The RS-485 physical layer version of PROFIBUS is assumed for wired
communications. A (standard) bit rate of 1.5 Mbit/s (r(1) = 1.5), no head or tail overhead
bits (l1

H = l1
T = 0) and three additional bits per DLL char (k(1) = 3), taking into account

the UART character format (start, parity and stop bits) are considered (Figure 9.2).

Wired PhL PDU

DLL char

…81 11 81 11 81 11 81 11

Figure 9.2: Format of a wired PhL PDU

When relaying a PhL PDU from a Wired Domain to a Wireless Domain, the
Intermediate System removes every additional 3 bits and encapsulates the entire data
octets in the data part of the wireless PhL PDU. The wireless PhL PDU also includes a
preamble, start frame delimiter and header, that are usual in wireless communication
physical layers, such as in IEEE 802.11b.

It is assumed that wireless communications run at 2 Mbit/s (r(2) = 2), since it is a
standard bit rate in IEEE 802.11b. The wireless physical layer PDU (Figure 9.3) is
assumed to have an overhead of 200 bits (l2

H = 200), corresponding to preamble, start
frame delimiter and header information. The tail overhead is considered to be null
(l2

T = 0). Moreover, it is considered that the wireless physical layer does not introduce
any overhead per DLL char (k(2) = 0). Therefore, the Physical Media can be defined as :

Table 9.3: Model of the Physical Media

( ) 3,0,0,5.11 =M and o1 = 33

( ) 0,0,200,22 =M and o2 = 150
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where the offset (that represents the total number of bits since the beginning of the PhL
PDU until the length of the data field is known (o)), is different for the two physical
mediums, as it is explained next.

200

lH

8 8 8 … 8

DLL char

Wireless PhL PDU

Figure 9.3: Format of a wireless PhL PDU

In the case of the wired physical medium (PROFIBUS RS-485), it must be taken
into account that the “length of data” information is found inside the DLL PDU either in
an implicit or explicit way, depending on the type of DLL PDU. In all types of PDUs but
the “variable length” PDU type, the length is implicit to the Start Delimiter (SD) field,
since there is a unique identifier (SD1-4) for each PDU type (e.g. SD3 corresponds to a
“Fixed length frame with data field” – refer to Chapter 3). Since the Start Delimiter field
is always the first field of the DLL PDU, the offset (ol) for this type of PDU is always
equal to 11 bits (1 UART char). Nevertheless, for the case of the variable data field type
of PDU (with Start Delimiter SD2), the length of the DLL PDU is explicitly present at
the beginning of the DLL PDU (LE,LEr). Therefore, the offset (ol) would depend on the
type of PROFIBUS DLL PDU being considered. For the sake of simplicity, it has been
considered that the offset for wired physical media (Figure 9.4) is always equal to 33 bits
(o(1) = 33), i.e. the length of the DLL PDU is only known at the end of the third character
(after the LEr field).

offset (33 bits)

…

length known instant

81 11 81 11 81 11 81 11

Figure 9.4: Offset of wired PhL PDUs

For the wireless physical medium (Figure 9.5), it is assumed that the length of the
data field is included in the PhL PDU header (as in the IEEE 802.11b protocol).

200 …
offset (150 bits)

length known instantlH

Figure 9.5: Offset of wireless PhL PDUs

Therefore, the length of the DLL PDU is known before the PhL data field itself.
The wireless PhL offset is assumed to be 150 bits (o(2)

 = 150, as presented in Table 9.3).
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End Systems and Intermediate Systems

There is a total of six End Systems (ES) and four Intermediate Systems (IS) in the
Communication Network example (Table 9.4). Three of the End-Systems are wired (ES1,
ES2 and ES4) and other three are wireless (ES1, ES2 and ES4). Since it is assumed that the
Communication Network does not support inter-cell mobility, all the Intermediate
Systems are considered to be Linking Intermediate Systems (LISs).

Table 9.4: Sets of End Systems and Intermediate Systems

{ } ,,,,,, 7654321 ESESESESESESESES =

{ } ,,, 4321 ISISISISIS =

Each of the End Systems is characterised as in Table 9.5.

Table 9.5: Models for the End Systems

( ) ,, 11 MASTERMWRESES = ( ) ,, 12 SLAVEMWRESES =

( ) ,, 23 SLAVEMWLESES = ( ) ,, 14 SLAVEMWRESES =

( ) ,, 25 MASTERMWLESES = ( ) ,, 26 SLAVEMWLESES =

Considering that the relaying delay (trd) and the minimum idle time (TIDm)
parameters are common for all Intermediate Systems, these are characterised as
illustrated in Table 9.6.

Table 9.6: Models for the Intermediate Systems

{ }( )−−= ,,,, 211 MMLISIS { }( )−−= ,,,, 212 MMLISIS

{ }( )−−= ,,,, 213 MMLISIS { }( )−−= ,,,, 214 MMLISIS

Message Streams

Consider eighteen message streams in the network (S = S1,…, S18), which are defined
by the parameters as presented in Table 9.7. Note that the message streams’ Initiator and
Responder attributes are defined in a way that it is possible to show the impact of the
number of Intermediate Systems between initiator and responder on the system
turnaround time and duration of message transactions (and Slot Time parameter).

Table 9.7: Models for the Message Streams

Message
Stream

Initiator
ES

Responder
ES

Lreq

(chars)
Lresp

(chars)
S1 ES1 ES2 255 6
S2 ES1 ES2 59 59
S3 ES1 ES2 6 255
S4 ES1 ES3 255 6
S5 ES1 ES3 59 59
S6 ES1 ES3 6 255
S7 ES1 ES4 255 6
S8 ES1 ES4 59 59
S9 ES1 ES4 6 255
S10 ES1 ES6 255 6
S11 ES1 ES6 59 59
S12 ES1 ES6 6 255
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S13 ES5 ES4 255 6
S14 ES5 ES4 59 59
S15 ES5 ES4 6 255
S16 ES5 ES2 255 6
S17 ES5 ES2 59 59
S18 ES5 ES2 6 255

For each initiator/responder pair, 3 different request/response lengths are defined:
long request (255 chars) with short response (6 chars), medium length request (59 chars)
with medium length response (59 chars) and short request (6 chars) with long response
(255 chars). This diversity in PDU length will also influence the computation of the
system turnaround time and duration of message transactions (and Slot Time parameter).
Moreover, it will be shown that the worst-case queuing delay (Q) affecting a request
PDU is strongly influenced by the PDU’s length.

9.2.2. Duration of wired and wireless PhL PDUs

The duration of wired and wireless PhL PDUs can be computed using Eq. (5.4), as
follows:

 s)(   1004
2

8200
  and   s)(   

3
22

5,1
11

µµ +×=
×+

=×=
×

= L
L

CL
L

C wlwr

Table 9.8 presents the PhL PDU duration for several PROFIBUS PDU lengths.

Table 9.8: DLL PDU length and PhL PDU duration

PDU Type L (chars) Cwr (µs) Cwl (µs)
Short acknowledge 1 7.3 104
Token 3 22 112
Fixed length no data 6 44 124
1 data octet (BT) 10 73.3 140
50 data octets 59 432.7 336
100 data octets 109 799.3 536
150 data octets 159 1166 736
246 data octets 255 1870 1120

It is clear that shorter PDUs have a longer duration in Wireless Domains (due to the
additional overhead in the PhL PDU) while longer PDUs take a longer duration to be
transmitted in Wired Domains (due to lower bit rate). As it will be shown, this fact has a
strong impact in some relevant parameters, namely the Idle Times.

9.2.3. Start relaying instant

To evaluate the start relaying instant (Eq. (5.8)), it is necessary to compute the data
ready (ti

dr), length known (ti
lk) and no gap (ti→j

ng) instants, assuming that Communication
Domain i is wired and Communication Domain j is wireless and vice-versa.
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Start relaying instant from a WRD to a WLD

The data ready instant for a PDU arriving from a Wired Domain (twr
dr) can be computed

using Eq. (5.9), as follows:

 s 7.33 
5.1

830
µ=

++
=wr

drt

The length known instant for a PDU arriving from a Wired Domain (twr
lk) can be

computed using Eq. (5.10), as follows:

 s 22 
5.1

33
µ==wr

lkt

The no gap instant for a PDU arriving from a Wired Domain to a Wireless Domain
(twr→wl

ng) can be computed using Eq. (5.11), as follows:
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As a consequence, for L ≤ 37, the start relaying instant is equal to the length known
instant, i.e. 22 µs. Nevertheless, for L ≥ 38, the start relaying instant is equal to the no
gap instant (please refer to Eq. (5.8)). Therefore, the start relaying instant for the case of
PDUs being relayed from a WRD to a WLD will be as illustrated in Table 9.9.

Table 9.9: Start relaying instant from WRD to WLD

PDU Type L (chars) tsr (µs)
Token 3 22
Fixed length no data 6 22
50 data octets 59 92.7
246 data octets 255 746.0

Start relaying instant from a WLD to a WRD

The data ready instant for a PDU arriving from a Wireless Domain (twl
dr) can be

computed using Eq. (5.9), as follows:

 s 041 
2

8200
µ=

+
=wl

drt

The length known instant for a PDU arriving from a Wireless Domain (twl
lk) can be

computed using Eq. (5.10), as follows:

 s 75 
2

150
µ==wl

lkt

The no gap instant for a PDU arriving from a Wireless Domain to a Wired Domain
(twl→wr

ng) can be computed using Eq. (5.11), as follows:

LLt wrwl
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As a consequence, the start relaying instant (Eq. (5.8)) for the case of a PDU being
relayed from a WLD to a WRD is always equal to the data ready instant (104 µs),
independently of the DLL PDU length (L).

9.2.4. Computation of TID1 and TID2

Computation approach

The idle time parameters were computed using the (simplified) algorithm presented in
Annex B, which does not take into account the particular set of message streams for each
master ES. Therefore, there will be only one value of TID1 and only one value of TID2 for
all master ESs belonging to Wired Domain (ES1, in this case study), since all Wired
Domains are associated to the same Physical Medium (M1). The same happens with
wireless ESs, i.e. all master ESs belonging to Wireless Domains (ES5, in this case study)
set the same value for TID1 and the same value for TID2, since all Wireless Domains are
associated to the same Physical Medium (M2).

Computation of tID1+ and TID1 for WRDs

Since there are only two types of Physical Media (M1 and M2), the idle time for ES
belonging to WRDs must be evaluated just for the case where the other Communication
Domain is wireless. The adequate request and response DLL PDU lengths must be
chosen to maximise the inserted idle time. Applying Eq. (6.17) to this case stands:
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This means that the duration of a character is smaller in the wireless medium (j)
than in the wired medium (i). Therefore, for the computation of the idle time for ES
belonging to WRD, the following DLL PDU lengths must be considered:
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ID1Γ+ (Eq. (6.6))
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ID∆1+ (Eq. (6.21)), where:
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Therefore, the inserted idle time after receiving a response PDU or receiving the
token PDU is twr→wl

ID1+ = 183.(3) µs. The TID1 parameter can be computed using Eq.
(6.28), as follows:

  bits 3755.1)3.(1831001 =×+=wr
IDT

Computation of tID2+ and TID2 for WRDs

The same DLL PDU lengths as for the previous sub-section must be considered, in order
to get the worst-case inserted idle time required after issuing an unacknowledged request
PDU. Therefore, twr→wl

ID2+ can be computed using Eq. (6.32) as follows:

s )3.(63
5.1

100

2

100
4412422222 µ=−+−+−≥→

+
wlwr

IDt

which leads to a TID2 parameter (Eq. (6.39)) equal to:

  bits 1955.1)3.(631002 =×+=wr
IDT

Computation of tID1+ and TID1 for WLDs

As there are only two Physical Media in the Communication Network, the idle time for
ESs belonging to WLDs must be evaluated just for the case where the other
Communication Domain is wired.

The adequate request and response DLL PDU lengths must be chosen as follows, to
determine the required inserted idle time (Eq. (6.17)):
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Therefore, the following DLL PDU lengths must be considered:
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Note that for this case, the lengths of the DLL PDUs to be considered are the
opposite (maximum) to those considered for ESs belonging to WRDs.

Then, twl→wr
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Therefore, the inserted idle time after receiving a response PDU or receiving the
token PDU is twl→wr

ID1+ = 1573.(3) µs, and TID1 (Eq. (6.28)) must be set to:

  bits 32472)3.(15731001 =×+=wl
IDT

Computation of tID2+ and TID2 for WLDs

The same DLL PDU lengths, as for the previous sub-section, must be considered, in
order to obtain the worst-case the inserted idle time required after issuing an
unacknowledged request PDU. Therefore, twl→wr

ID2+ can be computed using Eq. (6.32) as
follows:

s )6.(766
2

100
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100
112018701041042 µ=−+−+−≥→

+
wrwl

IDt

which leads to a TID2 parameter (Eq. (6.39)) equal to:

  bits 16342)6.(7661002 =×+=wl
IDT

Summarising Table for the Idle Time values

Table 9.10 summarises the idle time values for this case study, which were computed
using the software tool implementing the algorithm described in Annex B.

Table 9.10: Idle time values

ES Type tID1+ (µµs) TID1 (bits) tID2+ (µµs) TID2 (bits)
Wired Master 183.33 375 63.33 195
Wireless Master 1573.33 3247 766.67 1634
Intermediate System - 100 - 100

As expected, the idle times inserted by wired ESs (183.3 µs and 63.3 µs) are much
smaller than the idle times inserted by wireless ESs (1573.3 µs and 766.7 µs). The
reason for this is that the inserted idle time for the wired ESs is computed considering
the minimum DLL PDU lengths, while the inserted idle time for the wireless ESs is
computed considering the maximum DLL PDU lengths.

9.2.5. Computation of tst and TSL1

Table 9.11 summarises the worst-case system turnaround time (tst) and duration of
message transactions (Cack) obtained by applying the methodologies described in the
previous sections for Case Study 1. All parameters were computed using the software
tools implementing the algorithms described in Annexes B and D.

The Path column describes the Physical Media in the path from initiator to
responder. For instance, the path for message stream 4 (S4) is M1, M2, since the request
PDU is issued from D1 (which is associated to M1), is relayed by IS1 and arrives to the
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responder at D2 (which is associated to M2).  For the sake of space, the Physical Media
will be denoted by the number (‘M1‘ is represented as ‘1’ and ‘M2‘ is represented as ‘2’).

Table 9.11: System turnaround times and duration of message transactions

Message
Stream

Initiator
ES

Responder
ES

Lreq/Lresp

(chars)
Path

(M,…)
tstn

(µs)
Q

(µs)
tst

(µs)
Cack

(µs)
S1 ES1 ES2 255/6 1 50 0 50(a) 2214(b)

S2 ES1 ES2 59/59 1 50 0 50(a) 1165
S3 ES1 ES2 6/255 1 50 0 50(a) 2214
S4 ES1 ES3 255/6 1,2 200 0 200 2364
S5 ES1 ES3 59/59 1,2 200 0 200 1315.3
S6 ES1 ES3 6/255 1,2 306 0 306 2470
S7 ES1 ES4 255/6 1,2,1 1126 0 1126 3290
S8 ES1 ES4 59/59 1,2,1 543.3 590(d) 1133.3 2248.7
S9 ES1 ES4 6/255 1,2,1 1126 660.7 1786.7 3950.7
S10 ES1 ES6 255/6 1,2,1,2 1276 0 1276 3440
S11 ES1 ES6 59/59 1,2,1,2 693.3 590 1283.3 2398.7
S12 ES1 ES6 6/255 1,2,1,2 1382 660.7 2042.7 4206.7
S13 ES5 ES4 255/6 2,1 976 0 976 3843.5
S14 ES5 ES4 59/59 2,1 393.3 0 393.3 2688.3
S15 ES5 ES4 6/255 2,1 870(c) 0 870 3737.5
S16 ES5 ES2 255/6 2,1,2,1 2052 0 2052 4919.5
S17 ES5 ES2 59/59 2,1,2,1 886.7 653.2 1539.9 3835.3
S18 ES5 ES2 6/255 2,1,2,1 1946 723.9 2669.9 5537.3

The first component of the Slot Time parameter – tSL1 – should be greater than the
maximum between the worst-case system turnaround time of all message transactions in
the Communication Network, i.e. tSL1 = 2669.9 µs (dashed cell in Table 9.11).

There are some remarks concerning the results presented in Table 9.11 which are
worthwhile to go through.

Message Streams with no IS between initiator and responder

In the case where the initiator and the responder communicate without any IS in the path
between them, the worst-case system turnaround time is equal to the maximum
responders’ turnaround time (referenced with an (a), in Table 9.11):

s 50max µ== rtst tt

This is the case of Message Streams 1, 2 and 3. Concerning the duration of these
message transactions, they may be computed using Eq. (7.23). As an example, message
transactions corresponding to Message Stream 1 have the following worst-case duration
(referenced with a (b), in Table 9.11):

s 22143.183
5.1

100
44501870 µ=++++=ackC

Message Streams with one IS between initiator and responder

By definition, the inserted idle time guarantees that a request PDU is affected by no
queuing delays in the first IS between initiator and responder. Therefore, for message
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transactions corresponding to Message Streams 4, 5, 6, 13, 14 and 15, it is guaranteed
that Q = 0. However, the worst-case system turnaround time is no longer equal to the
maximum responders’ turnaround time, since both request and response PDUs are
relayed by one IS, i.e. there is an additional latency that must be considered.

Consider Message Stream 15, for example. The worst-case system turnaround time
can be computed using Eq. (7.1) and assuming ndp = 2 (ndp is the number of
Communication Domains between initiator and responder):

s 87012425746504425104

112max2211

µ=−+++++=

−+++++= →→→
reqrdsrresprtreqrdsrreq

ndp
stn CtttCttt

This result is referenced with a (c), in Table 9.11.

Message Streams with two or more ISs between initiator and responder

When there are two or more ISs between initiator and responder of a message stream, the
request PDU of the correspondent message transaction may be affected by queuing
delays. Therefore, the worst-case total queuing delay Q must be computed, in order to
determine the worst-case system turnaround time for that message transaction. As an
example, it will be demonstrated how the worst-case queuing delay Q is computed, for
message transactions correspondent to S8.

First, it is necessary to evaluate Qgama (denoted as QΓ, in §7.3.4), the worst-case
total queuing delay assuming that the previous transaction is an acknowledged
(request/response) transaction. For that purpose, it is necessary to compute the worst-
case queuing delays (q_Gama – denoted as qΓ, in §7.3.4) in every IS between initiator
(ES1) and responder (ES4). For the first IS, Gama_a[1] and Gama_b[1] (denoted as
Γ1

a and Γ1
b, in §7.3.4) can be computed (Eq. (7.12)), as follows:
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Since Gama_a[1] is greater than Gama_b[1], there is no queuing delay in the first
IS (q_Gama[1] = 0), as expected.

For the second IS, the worst-case queuing delays Gama_a[2] and Gama_b[2] can
be computed (Eq. (7.13 or 7.14)) as follows:
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In this case, Gama_b[2] is greater than Gama_a[2], resulting in a worst-case
queuing delay of q_Gama[2] = Gama_b[2] - Gama_a[2] = 4773.3 – 4246.7 = 526.6 µs.

For the third IS, Gama_a[3] and Gama_b[3] result in (Eq. (7.14)):
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Since Gama_b[3] is smaller than Gama_a[3], there is no queuing delay in the third
IS. Then, the sum the worst-case queuing delays in all ISs gives the worst-case total
queuing delay that is equal to 526.6 µs (Qgama = 526.6 µs).

Now, it is necessary to compute the worst-case total queuing delay considering that
the previous transaction is an unacknowledged request (Qfi – denoted as QΦ, in §7.3.5).
Thus, it is necessary to compute the worst-case queuing delays (q_Fi – denoted as qΦ, in
§7.3.5) in every IS between initiator (ES1) and responder (ES4). For the first IS, Fi_a[1]
and Fi_b[1] (denoted as Φ1

a and Φ1
b, in §7.3.5) can be computed using Eq. (7.17):
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Since Fi_a[1] is greater than Fi_b[1], there is no queuing delay in the first IS
(q_Fi[1] = 0), as it was expected. For the second IS, Fi_a[2] and Fi_b[2] can be
computed (Eq. (7.18 or 7.19)), as follows :
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In this case, Fi_b[2] is greater than Fi_a[2], resulting in a queuing delay of
q_Fi[2] = Fi_b[2] - Fi_a[2] = 2836.7 – 2246.7 = 590 µs.

Finally, for the third IS, Fi_a[3] and Fi_b[3] can be computed using Eq. (7.19), as
follows:
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Since Fi_b[3] is smaller than Fi_a[3], there is no queuing delay in the third IS.
Then, the worst-case total queuing delay is equal to the sum the worst-case queuing
delays in all ISs, resulting in Qfi = 590 µs.

Taking the values of Qdelta and Qfi into account, the worst-case total queuing Q
can be determined using Eq. (7.22) (referenced with a (d), in Table 9.11):

{ } s 590590  ,6.526max µ==Q

9.2.6. Computation of TSL2 and TSL

Table 9.12 summarises the most relevant parameters for the computation of the worst-
case system turnaround time after a master ES passing the token to its successor. The
Path column describes the Physical Media in the path of the token PDU. The second
component of the Slot Time parameter – tSL2 – should be greater than the maximum
system turnaround time after passing the token, considering every possible token passing
in the Communication Network, i.e. tSL2 = 3626.2 µs (dashed cell in Table 9.12).

Table 9.12: Parameters for the computation of TSL2

Token
passing

Path
(M,…)

Sum_
tsrtoken (µs)

Q
(µs)

tndp
ID1

(µs)
MaxSum
_ tsr (µs)

Cndp
token

(µs)
C1

token

(µs)
tst_token

(µs)

ES1→ ES5 1,2,1,2 223 660.7 1623.5 1029 112 22 3626.2
ES5→ ES1 2,1,2,1 305(a) 724(b) 250(c) 1671(d) 22(e) 112(f) 2860(g)

The slot time tSL can be computed as the maximum between tSL1 and tSL2

(Eq. (7.25)):

{ } s 2.36262.3626  ,8.2669max µ==SLt

Eq. (7.26) permits to compute the value of the slot time in bit times (TSL), for every
master ES in the Communication Network. In the case study, ES1 belongs to a WRD and
ES5 to a WLD. In the case of master ES belonging to WRD (e.g ES1), the Slot Time
parameter must be set to:

    bits 54405.12.3626 =×=⋅= wr
SL

wr
SL rtT

In the case of master ESs belonging to WLDs (e.g., ES5), the Slot Time parameter
must be set to:

    bits 725322.3626 =×=⋅= wl
SL

wl
SL rtT
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Note that the codification error referred in §7.5.1 (5440/1.5 ≠ 7253/2) will turn the
slot time slightly different for WRES and WLES, but there is no impact on network
operation.

All the relevant parameters for the case where the token is passed from ES5 to ES1

are computed next.

Computation of the latency of the token PDU

The value referenced with (a) in Table 9.12 represents the time for relaying the token
PDU along the path between ES5 and ES1, and can be computed using Eq. (7.29) as
follows (ndp = 4):

s 30525104252225104_ µ=+++++=srLtokentSum

Computation of the worst-case total queuing delay affecting the token PDU

Since there are three IS between ES5 and ES1, there may be a queuing delay affecting the
token PDU, thus Q must be computed. First, it is necessary to compute Qgama, the
worst-case total queuing delay assuming the previous transaction is an acknowledged
(request/response) transaction and assuming that the request PDU of transaction l is the
token PDU. For that purpose, the worst-case queuing delays (q_Gama) in every IS
between ES5 and ES1 must be computed.

For the first IS, Gama_a[1] and Gama_b[1] result in (Eq. (7.12)):
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Since Gama_a[1] is equal to Gama_b[1], there is no queuing delay in the first IS
(q_Gama[1] = 0), as it was expected.

For the second IS, Gama_a[2] and Gama_b[2] can be computed using Eq. (7.13 or
7.14), as:
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No queuing delay occurs in the second IS, since Gama_a[2] is greater than
Gama_b[2].
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Finally, for the third IS, Gama_a[3] and Gama_b[3] result in (Eq. (7.14)):
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In this case, Gama_b[3] is greater than Gama_a[3], resulting in a worst-case
queuing delay of q_Gama[3] = Gama_b[3] - Gama_a[3] = 4902.(3) – 4178.(3) = 724 µs.
Finally, the sum the worst-case queuing delays in all ISs gives the worst-case total
queuing delay, which in this case will be 724 µs (Qgama = 724 µs).

Now, it is necessary to compute the worst-case total queuing delay considering that
the previous transaction is an unacknowledged request (Qfi) and the request PDU of
transaction l is the token PDU. Thus, it is necessary to compute the worst-case queuing
delays (q_Fi) in every IS between ES5 and responder ES1. For the first IS, Fi_a[1] and
Fi_b[1] can be computed using Eq. (7.17), as:
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Since Fi_a[1] is equal to Fi_b[1], there is no queuing delay in the first IS
(q_Fi[1] = 0), as it was expected. For the second IS, Fi_a[2] and Fi_b[2] can be
computed using Eq. (7.18 or 7.19), as:
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Also in the second IS no queuing delay occurs, since Fi_b[2] is smaller than
Fi_a[2]. Finally, for the third IS, Fi_a[3] and Fi_b[3] can be computed using Eq. (7.19):
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In this case, Fi_b[3] is greater than Fi_a[3], resulting in a worst-case queuing delay
of q_Fi[3] = Fi_b[3] - Fi_a[3] = 2965.7 – 2241.7 = 724 µs. Finally, the sum the worst-
case queuing delays in all ISs gives the worst-case total queuing delay that is equal to
724 µs (Qfi = 724 µs).
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The worst-case total queuing Q (referenced with a (b), in Table 9.12) can be
computed using (Eq. (7.22)), as follows (note that the worst-case queuing delays Qdelta
and Qfi have the same value, only in this particular case):

{ } s 724724  ,724max µ==Q

Computation of the maximum latency of the next (request or token) PDU

After receiving the token PDU from ES5, ES1 can issue a request PDU (from one of its
message streams) or just pass the token to the next master ES (that is ES5). In order to
have a worst-case value for the system turnaround time, one must consider a worst-case
scenario, where Eq. (7.30) must be maximised, for every possible length of a request
DLL PDU, as expressed in Eq. (7.31).

The developed system planning software tool has been used, concluding that the
maximum latencies achieved for the longest request PDU (Lreq = 255, ndp = 4), i.e. using
Eqs. (7.30) and (7.31) (referenced with (c), in Table 9.12):

s 1671257462510425746_ µ=+++++=srtMaxSum

Computation of tndp
ID1, C

ndp
token and C1

token

The idle time (tndp
ID1) is the idle time of ES1. Since this is a wired ES, its value is

obtained just by dividing 375 (Twr
ID1) by 1.5 (bit rate of WRD), resulting in 250 µs. The

values for Cndp
token (referenced with an (e), in Table 9.12) and C1

token (referenced with an
(f), in Table 9.12) can be obtained from Table 9.8, knowing that the first Communication
Domain in the path is a WLD (C1

token= 112 µs) and the last Communication Domain in
the path is a WRD (Cndp

token= 22 µs). Finally, it is possible to compute tst_token, using Eq.
(7.28) as (this result is referenced with a (g), in Table 9.12):

s 2860112221671250724305_ µ=−++++=tokenstt

Figure 9.6 depicts all the parameters used for its computation (not at scale).
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MaxSum_tsr

1671 µs
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C1
Ltoken
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Figure 9.6: Parameters contributing to the computation of tst_token
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9.3. Case Study 2: a network scenario with inter-cell mobility

In this second case study, the example network presented for Case Study 1 is upgraded
to support inter-cell mobility (Figure 9.7). Therefore, just the additional communication
attributes related to this feature will be defined and the values for the additional
parameters will be presented.

D5

CH3

D1

ES1

IS4

IS1

D2

CH1

ES Mobile End System

Wired Communication Medium

Wireless Communication Medium

D4

CH2

IS2

D3

IS3

Intermediate SystemIS

ES2

ES3

ES4

ES5

ES6

Figure 9.7: Network layout example considering inter-cell mobility

The differences, when comparing to Case Study 1 are:
- IS1, IS3 and IS4 are now Structuring & Linking Intermediate Systems (SLIS);
- ES1 supports the Mobility Management functionality (along with the normal

functionality), i.e. is the Mobility Master (MobM);
- ES3 and ES5 are mobile ESs (able to join D2, D4 and D5).

9.3.1. Communication Network model

Five additional parameters for the Communication Network must be considered. These
are described in Table 9.13.

Table 9.13: Additional Communication Network parameters

Attribute Value Unit
LBT 10 chars
nch 3 -

Cbeacon 100 µs
tbgap 25 µs
tsw 100 µs
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Communication Domains and Physical Media

The Communication Domains and Physical Media sets are equivalent to those of the first
case study. Three Wireless Domains have changed from ad-hoc (AWLD) to structured
(SWLD) Wireless Domains, in order to support inter-cell mobility. These differences to
Table 9.2 are illustrated in Table 9.14.

Table 9.14: Models for the “new” Communication Domains

{ } { }( ) ,,,, 32122 ESISISMSWLDD =

{ } { }( ) ,,, 5324 ESISMSWLDD =

{ } { }( ) ,,, 6425 ESISMSWLDD =

End Systems and Intermediate Systems

The sets of End Systems (ESs) and Intermediate Systems (ISs) are also equivalent to
those of the first case study. However, ES1 is now also responsible for Mobility
Management, being the Mobility Master (MobM), and ES3 and ES5 are now defined as
mobile ESs (Table 9.15)

Table 9.15: Models for the “new” End Systems

( ) ,, 11 MobMMWRESES =

( ) ,, 23 SLAVEMMWLESES =

( ) ,, 25 MASTERMMWLESES =

Finally, while IS1, IS3 and IS4 were Linking Intermediate Systems (LISs) in the first
case study, they are now Structuring & Linking Intermediate Systems (SLISs).
Therefore, Table 9.6 is updated as described in Table 9.16.

Table 9.16: Models for the “new” Intermediate Systems

{ }( )−−= ,,,, 211 MMSLISIS

{ }( )−−= ,,,, 213 MMSLISIS

{ }( )−−= ,,,, 214 MMSLISIS

9.3.2. Computation of TID1 and TID2

The Idle Time parameters do not depend on the support of inter-cell mobility, as
explained in Section 8.3.1. Therefore, the idle time parameters are similar to those of
Case Study 1, except in what concerns the TID2 parameter in the MobM, which must be
computed in a different way.

9.3.3. Computation of tst and TSL1

The computation of TSL1 depends on the worst-case system turnaround times of all
message transactions in the Communication Network. As it was already mentioned in
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§8.3.2, for a particular message transaction, the fact that the initiator, the responder (or
both) move between cells (or belong to a mobile WRD), can influence the worst-case
system turnaround time for that message transaction. Therefore, in order to compute the
worst-case system turnaround time and duration for a message stream (and TSL1), every
possible path between initiator and responder must be considered. This is reflected in the
(text) file used as input data for the program that computes all network parameters, that
is presented in Annex F.

Table 9.17 considers the different path possibilities as a result of inter-cell mobility.
For instance, the responder of S4 (ES3) is mobile. Therefore, it can belong to D2 (the case
depicted in Figure 9.7), D4 or D5. As a consequence, the path between ES1 and ES3

changes, depending of the location of ES3. If ES3 is located in D2, the path is M1, M2.
If ES3 moves to D4, the path is M1, M2, M1, M2. If ES3 joins D5, the path is the same as
the previous, i.e. M1, M2, M1, M2, so it is not worthwhile to consider it, since it will
lead to the same results.

Table 9.17: System turnaround times and duration of message transactions

Message
Stream

Initiator
ES

Responder
ES

Lreq/Lresp

(chars)
Path

(M,…)
tstn

(µs)
Q

(µs)
tst

(µs)
Cack

(µs)
S4 ES1 ES3 255/6 1,2 200 0 200 2364

1,2,1,2 1276 0 1276 3440
S5 ES1 ES3 59/59 1,2 200 0 200 1315.3

1,2,1,2 693.3 590 1283.3 2398.7
S6 ES1 ES3 6/255 1,2 306 0 306 2470

1,2,1,2 1382 660.7 2042.7 4206.7
S16 ES5 ES2 255/6 2,1,2,1 2052 0 2052 4919.5

2,1 976 0 976 3843.5
S17 ES5 ES2 59/59 2,1,2,1 886.7 653.2 1539.9 3835.3

2,1 393.3 0 393.3 2688.8
S18 ES5 ES2 6/255 2,1,2,1 1946 723.9 2669.9 5537.3

2,1 870 0 870 3737.5

Note that for S4, the mobility of ES3 makes the worst-case system turnaround time
(tst) rise from 200 µs to 1276 µs. The results for the message streams where the initiator
is ES5 must also take into account its mobility. Message streams S13, S14 and S15 are not
influenced by mobility, since independently of ES5 being in D2, D4 or D5, the path
between ES5 and ES4 is always M2, M1. However, the case of message streams S16, S17

and S18 is different. If ES5 joins D2, the path between ES5 and ES2 changes from
M2, M1, M2, M1 (situation illustrated in Figure 9.7) to M2, M1. In this case, tst does
not change, since the alternative paths lead to lower worst-case system turnaround times.

In spite of the consideration of the additional possible paths imposed by the
mobility of ES3 and ES5, the worst-case turnaround time of all message transactions
remains the same (2669.9 µs). Therefore, the first component of the slot time parameter
also remains equal to the first case study, i.e. tSL1 = 2669.9 µs. Oppositely, if ES5

originally belonged to D2, tSL1 would increase when considering its mobility.
It is also important to stress that the support of mobility always turns tSL1 greater or

equal to the one without considering mobility.
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9.3.4. Computation of TSL2 and TSL

Since ES5 is a master ES, its mobility feature also influences the computation of TSL2.
Mobility is taken into account by considering the additional paths for the token PDUs.
Therefore, it must be taken into account that ES5 can belong to D4 (the case depicted in
Figure 9.7), D2 or D5. Again, this is reflected in the (text) file used as input data for the
program that computes all network parameters, which is presented in Annex F.

As an example, consider the token passing from ES1 to ES5. The path of the token
PDU will change, depending of the location of ES5. If ES5 is located in D4, the path is
M1, M2, M1, M2. If ES5 joins D5, the path is the same as the previous, i.e.
M1, M2, M1, M2, so it is not worthwhile to consider it, since it will lead to the same
results. However, if ES5 moves to D2, the path changes to M1,M2.

Table 9.18 summarises some relevant parameters for the computation of the worst-
case system turnaround time after a master ES passing the token to its successor. These
parameters were computed using the software tools implementing the algorithms
described in Annexes B, D and E.

Table 9.18: Parameters for the computation of TSL2

Token
passing

Path Sum_
tsrtoken (µs)

Q
(µs)

tndp
ID1

(µs)
MaxSum
_tsr (µs)

Cndp
token

(µs)
C1

token

(µs)
tst_token

(µs)

ES1→ES5 1,2,1,2 223 660.7 1623.5 1029 112 22 3626.2
1,2 47 0 1623.5 129 112 22 1889.5

ES5→ES1 2,1,2,1 305 723.8 250 1671 22 112 2859.8
2,1 129 0 250 771 22 112 1060

The second component of the Slot Time parameter – tSL2 – remains equal to the first
case study, i.e. tSL2 = 3626.2 µs (bolded value in Table 9.18). Therefore, the same applies
to the Slot Time parameter, i.e. tSL = max{2669.8, 3626.2} = 3626.2 µs.

Note that tSL2 is not always greater than tSL1. If the two master ES where located in
the same Communication Domain (or at least nearer), tSL2 would be smaller and probably
smaller than tSL1. For instance, if master ES5 was not mobile and belonged to D2 (nearer
ES1), the second component of the Slot Time would be smaller (tSL2 = 1889.5 µs).

9.3.5. Computation of the Mobility Management parameters

Table 9.19 presents some relevant Mobility Management parameters for each SLIS in
the Communication Network, computed using the previously referred software tool.

Table 9.19: Parameters for Mobility Management

SIS Path tbtn

(µs)
Q

(µs)
tbt

(µs)
t’bp

(µs)
nb tbp

(µs)
tmob

(µs)
IS1 1,2 113.(6) 0 113.(6) 1711.(6)(c) 14(e) 1750(f) 1863.(6)(g)

IS3 1,2,1,2 289.(6)(a) 660.(6) 950.(3)(b) 1535.(6)(d) 13(h) 1625(i) 2575(j)

IS4 1,2,1,2 289.(6) 660.(6) 950.(3) 1535.(6) 13 1625 2575

IS3 and IS4 have equal values for all the parameters, since the path between the
MobM and the correspondent SWLDs (SWLD2 and SWLD3, respectively) is equal.
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Preliminary mobility management duration (t’mob)

The preliminary (worst-case) duration of the mobility management procedure (t’mob) can
be computed using Eq. (8.1), where the worst-case latency of the BT PDU from the
MobM until a specific SWLD (tbt) can be computed using Eqs. (8.2) and (8.3), as
exemplified for the case of IS3. The number of domains in the path (ndp) is 4, and the
duration of the BT PDU is 73.3 µs in WRDs and 140 µs in WLDs (refer to Table 9.8):

s )6.(2893.731402522251042522 µ=−++++++=btnt

This result (referenced with (a), in Table 9.19). Using Eq. (8.2) and having
computed the value of Q (not described), the maximum latency for the BT PDU (tbt) is:

s )3.(950)6.(289)6.(660 µ=+=btt

This value is referenced with a (b), in Table 9.19. The maximum duration of the
handoff procedure (tho) can be computed using Eq. (8.12), considering nch = 3:

s 87510032531005 µ=⋅+⋅+⋅=hot

Therefore, t’mob results in (Eq. 8.1):

s )3.(18258753.950' µ=+=mobt

Preliminary duration of the beacon period (t’bp)

The preliminary (worst-case) duration of the beacon period, for IS1 and IS3 (IS4) can be
computed using Eq. (8.15) as follows (referenced with (c) and (d), in Table 9.19):

s )6.(1711)6.(113)3.(1825)(' 1 µ=−=ISt bp

s )6.(1535)6.(289)3.(1825)(' 3 µ=−=ISt bp

Number of beacons for IS1

The number of beacons for IS1 (nb(IS
1)) can then be computed using Eq. (8.16) as

follows (this result is referenced with an (e), in Table 9.19):

14
10025

)6.(1711
)( 1 =





+
=ISnb

Re-computing the beacon period duration for IS1 using Eq. (8.17), results in (this
result is referenced with an (e), in Table 9.19):

s 175012514)( 1 µ=⋅=IStbp

Finally, the worst-case mobility management duration due to IS1 can be computed
using Eq. (8.18), as follows (referenced with a (g), in Table 9.19).

s )6.(18631750)6.(113)( 1 µ=+=IStmob
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Number of beacons for IS3 and IS4

Similarly, the number of beacons for IS3 (IS4) can also be computed using Eq. (8.16) as
follows (this result is referenced with a (h), in Table 9.19):

13
10025

)6.(1535
)( 3 =





+
=ISnb

Re-computing the beacon period duration for IS3 (IS4) also using Eq. (8.17) (this
result is referenced with an (i), in Table 9.19):

s 162512513)( 3 µ=⋅=IStbp

The worst-case mobility management duration due to IS3 (IS4) is (referenced with a
(j), in Table 9.19):

s )3.(25751625)3.(950)( 3 µ=+=IStmob

After having computed the mobility management duration for all SWLD (and the
number of beacons for all the corresponding SIS/SLIS), the maximum duration of the
mobility management procedure is (Eq. 8.19):

{ } s )3.(2575)3.(2575),3.(2575),6.(1863max µ==mobt

Finally, the idle time parameter TID2 for the MobM  should be set to (Eq. (8.20)):

  bits 38635.1)3.(25752 =⋅=IDT

Note that bit rate rMobM is equal to 1.5 Mbit/s, since the MobM belongs to a WRD.

9.4. Mobility Management parameters as a function of the location of
the MobM and of its type

This additional numerical analysis reinforces what was previously stated in
Section 8.4.6, namely concerning the location of the Mobility Master.

9.4.1. Mobility Management parameters for the MobM in D3

If ES1 is relocated in D3, there is the need to re-compute tSL1 and tSL2, due to the change in
the paths of the message streams of ES1 and in the paths of the token to and from ES1.
Nonetheless, only the Mobility Management parameters will be addressed. Using the
already referred software tool, the results presented in Table 9.20 are obtained.

Table 9.20: Parameters for Mobility Management

SIS Path tbtn

(µs)
Q

(µs)
tbt

(µs)
nb tbp

(µs)
IS1 1,2,2 242.7 0 242.7 7 875
IS3 1,2 113.7 0 113.7 9 1125
IS4 1,2 113.7 0 113.7 9 1125
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Note that the path between the MobM and an ES in D2 is M1, M2, M2, since after
being relayed by IS2 (a LIS), the BT PDU must be relayed by IS1 (an SLIS), in order to
be received by an ES in D2.

Since the paths between the MobM and the SWLDs are generally shorter (less ISs)
than for the original location of ES1, latencies of the BT PDU are smaller. For instance,
the worst-case queuing delay affecting the BT PDU (caused by a preceding token PDU -
Q∆) is zero for all SWLDs. As a consequence, the number of beacons each SLIS must
issue is also smaller. The idle time parameter TID2 in the mobility master should be set to
a minimum value of 1858 bits (less than a half of the idle time for ES1 in D1).

9.4.2. Mobility Management parameters for exclusive MobM in D1

If a dedicated master ES is used for the mobility management, an additional master ES
must be added to the Communication Network of Case Study 2. Obviously, this
additional master ES will influence the computation of tSL2, but only the Mobility
Management parameters will be addressed here. The results (again, obtained using the
previously mentioned software tool) are presented in Table 9.21.

Table 9.21: Parameters for Mobility Management

SIS Path tbtn

(µs)
Q

(µs)
tbt

(µs)
nb tbp

(µs)
IS1 1,2 113.7 0 113.7 9 1125
IS3 1,2,1,2 289.7 0 289.7 7 875
IS4 1,2,1,2 289.7 0 289.7 7 875

The fact that there are no additional message streams in the MobM influences the
worst-case queuing delay affecting the BT PDU, which are now zero (bolded values in
Table 9.21). This has a great impact on the number of beacons (that is much smaller than
for MobM embodied in ES1) and on the idle time parameter TID2 in the mobility master
(it decreases to 1858 bits, less than a half of the idle time for MobM integrated in ES1).

As a conclusion, both the location of the MobM and whether it is exclusively
dedicated to Mobility Management or not, must be carefully analysed, in order to have
an optimised system performance. The lower the idle time the MobM must insert (tID2),
the smaller the time spent in the Mobility Management, resulting in a better data
throughput.

9.5. Using the developed tools to analyse the characteristics of the
architecture

Up to now, this chapter has focused on the application of the proposed methodologies to
two different case studies. In this section, the analysis will be extended to cover
characteristics inherent to the overall architecture. To this purpose, the software tool
implementing the algorithms described in Annexes B, D and E was used.
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9.5.1. Idle Time parameters

Idle Time parameters as a function of the bit rate

The variation of the bit rate of the wired Physical Media has an important impact on the
evaluation of the Idle Time parameters.

PROFIBUS-DP supports 9.6, 19.2, 93.75, 187.5 and 500 kbit/s and 1.5, 3, 6 and 12
Mbit/s bit rates. The attributes of the Communication Network are the ones assumed for
the case studies (defined in §9.2.1). The bit rate of the WLD is assumed to be 2 Mbit/s
(as in both case studies).

Table 9.22 depicts the inserted idle time values, considering several bit rates for the
WRD (the inserted idle times are presented in time units rather than in bit times, since
there are different bit rates involved). The lowest two bit rates (9.6 and 19.2 kbit/s) have
not been considered, since they lead to very high inserted idle times (these bit rates are
too low, when compared to the bit rate for the WLDs  - 2 Mbit/s). In the table, the values
are rounded to the nearest integer, for the sake of simplicity.

Table 9.22: Idle Time parameters for different WRD bit rates

WRD bit rate
(Mbit/s)

twr
ID1+

(µµs)
twr

ID2+

(µµs)
twl

ID1+

(µµs)
twl

ID2+

(µµs)
0.09375 0 0 59673 29817
0.1875 0 0 28687 14323

0.5 0 0 9320 4640
1.5 183 63 1573 766
3 427 202 0 0
6 1378 686 0 0

12 1854 928 0 0

For low bit rates (smaller or equal to 0.5 Mbit/s), there is no need to for the WRES
to insert idle time, since WRDs are much slower than WLDs. There is no risk of a
WRES to cause traffic congestion (increasing queuing) in an IS, since IS are able to
relay PDUs from WRD to WLD without any problem. Oppositely, WLES are forced to
insert very high inactivity times (almost 60 ms, in one case), since wireless PhL PDUs
are much shorter than wired PhL PDUs.

When the bit rate (of WRDs) grows beyond 1.5 Mbit/s, the idle time that must be
inserted by WRESs increases. However, these inserted idle times are much smaller
(below 2 ms) that the ones of WLES for low wired bit rates. The main reason for this is
that the wireless PhL PDU has a fixed overhead per PhL PDU (200 bits of preamble,
start frame delimiter and header), wired PhL PDUs have a fixed overhead per DLL char
(start, parity and stop bits), which turns out to be significant for high DLL PDU lengths.
In turn, the inserted idle time in WLES is null, since it is impossible for WLES to cause
traffic congestion in the ISs (even for the smallest PDU length).

Idle Time parameters as a function of the maximum PDU length

It is going to be shown next how the variation of the maximum (request/response) PDU
length influences the Idle Time parameters.
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Due to the factor ‘(d + k)/r’ (8/2 < 11/1.5), the idle time parameters (TID1 and TID2)
of wired ESs do not depend on the maximum PDU length, but on the minimum PDU
length. Therefore, only the idle time parameters (TID1 and TID2) of wireless ESs will be
addressed.

Figure 9.8 depicts a chart of the idle time parameters of wireless ESs as a function
of the maximum length of request/response PDUs (it is assumed that Lmax

req = Lmax
resp).

For Lmax
req = Lmax

resp = 19 chars, Twl
ID1 = 100 bits and Twl

ID2 = 100 bits, while for Lmax
req =

Lmax
resp = 255 chars, Twl

ID1 = 3247 bits and Twl
ID2 = 1634 bits. Both idle time parameters

increase linearly with the maximum DLL PDU length.
Obviously, the maximum length of DLL PDUs should be kept as low as possible, in

order to minimise the value of the Idle Time parameters. The lowest the value of the Idle
Time parameters, the lowest inactivity periods, leading to lower duration of message
transactions, system turnaround times and Slot Time, and higher responsiveness. For
instance, if the maximum length of the DLL PDUs, for all message streams in the
Communication Network, is 59 chars (50 data octets), then the idle time parameters can
be computed by considering this (59) as the maximum length PDU (5 times smaller than
for 255 chars maximum length).
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Figure 9.8: Variation of TID1 and TID2 with Lmax

9.5.2. Slot Time parameter

Slot Time parameters as a function of the bit rate of WRDs

The impact of the variation of the bit rate of WRDs in the Slot Time parameter is going
to be analysed next, using the Communication Network scenario presented for Case
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Study 2 as an example. Additionally, different bit rates for the wired Physical Medium
(assuming always a 2 Mbit/s bit rate for WLDs) will be considered. The results are
presented in Table 9.23.

Table 9.23: Slot Time components for different WRD bit rates

WRD bit rate
(Mbit/s)

tSL1

(µµs)
tSL2

(µµs)
0.09375 87480 118946
0.1875 42248 57506

0.5 13978 19106
1.5 2670 3626
3 879 1049
6 2282 2901

12 2983 3831

At a first glance, it may seem awkward that tSL1 for 3 Mbit/s is smaller than tSL1 for
6 Mbit/s, and the latter is smaller than tSL1 for 12 Mbit/s. This is justified by the
following example. If an initiator belonging to a WRD issues a maximum request PDU,
its duration for 3 Mbit/s (935 µs) is twice the duration for 6 Mbit/s (468 µs). However,
the start relaying instant from a WRD to a WLD is almost equal (33/3 for 3 Mbit/s and
33/6 for 6 Mbit/s). Therefore, since the request PDU for 6 Mbit/s ends earlier than for 3
Mbit/s, the system turnaround time will be greater, as illustrated in Figure 9.9.

Dwr

Dwl

tstn

468 µµs

Response PDURequest PDU

935 µµs

1120 µµs

…

…
tstn

R
trt

Figure 9.9: The impact of different bit rates on tst

The same phenomenon happens with the worst-case queuing delay, i.e. Q is greater
for increasing bit rates (of the wired Physical Medium), above a certain threshold.
Therefore, both tSL1 and tSL2 increase with the increase in the referred bit rate.

Slot Time parameters as a function of the maximum PDU length

The impact of the variation of the maximum PDU length on tSL1, considering only one
message stream in the Communication Network, will be analysed next. The chosen
message stream is S11 of Case Study 1 (ES1 as initiator, ES6 as responder and
Lreq = Lresp = 59 chars). For this purpose, maximum DLL PDU lengths
(Lmax

req = Lmax
resp = Lmax) of 255, 239, 229, …, 59 chars are considered. For the

computation of tSL2, masters ES1 and ES5 (as in the case studies) are assumed. Mobility is
not considered.
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Table 9.24: Slot Time components for different maximum PDU lengths

Lmax

(chars)
Qreq

(µµs)
tSL1

(µµs)
tSL2

(µµs)
255 590 1283 3626
239 537 1230 3413
229 503 1197 3279
… … … …
89 37 730 1413
79 3 697 1279
69 0 693 1146
59 0 693 1013

Note that as the maximum length (Lmax) decreases, so decrease tSL1 and tSL2. The
former decreases proportionally to the decrease in the worst-case total queuing delay
affecting the request PDU (Qreq). The slot time component tSL2 decreases at a higher rate,
since it does not depend only on the worst-case queuing delays affecting the token
PDUs, but also on the idle time tID1 of the successor, which both decrease with the
decrease of Lmax.

9.6. Summary

This chapter addressed the practical application of the models and methodologies
proposed in Chapters 5, 6, 7 and 8. All the numerical results were obtained by using a
system planning software application developed in the context of this thesis, which is
based on the algorithms presented in Annexes B, D and E.

The models for all the objects considered in the Communication Network scenarios,
namely for the Communication Domains, Physical Media, End Systems, Intermediate
Systems and Message Streams have been defined and all the relevant networks
parameters were computed, for the particular case studies.
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Conclusions

This chapter reviews the research objectives of this thesis and summarises its
major results, highlighting how the research contributions fulfilled the original
research objectives. Moreover, some guidelines for future research work in the
area of hybrid wired/wireless fieldbus networks are provided.

10.1. Review of the research objectives

The communication infrastructure of current Distributed Computer-Controlled Systems
(DCCS) is usually based on fieldbus networks, since they provide adequate levels of
performance, dependability, timeliness, maintainability and cost. Nevertheless, cabling
starts to be an obstacle for an increasing number of industrial automation applications,
which impose or benefit from the use of mobile devices.

Within this context, there is a trend to extend fieldbus systems with wireless
capabilities. Considering the evolution of wireless local area network (WLAN)
technologies, which are targeted to office applications, it would seem reasonable to use
these standardised systems (e.g. IEEE 802.11b) in industrial automation scenarios as
well. However, constraints such as insufficient performance, low level of dependability
and the inappropriateness of wireless MAC protocols to ensure the real-time behaviour
of the wireless network make them inadequate for industrial DCCS applications.

Current (wired) fieldbus networks provide high levels of performance and
dependability, as well as real-time behaviour. Therefore, wireless extensions must not
disrupt these characteristics of fieldbus networks.

The main research objectives of this thesis were the design of a hybrid
wired/wireless communication architecture based on a standard fieldbus protocol, and
the proposal and discussion of the appropriate mechanisms and approaches to support
and guarantee real-time communications with such an architecture. The hypothesis was
that such an architecture was possible. As outlined next, the research contributions of
this thesis fulfilled the objectives and enabled the confirmation of the hypothesis.

10.2. Main research contributions

This thesis provides the following contributions to the development of hybrid
wired/wireless fieldbus networks.
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10.2.1. Architecture for a hybrid wired/wireless fieldbus network

This thesis addresses the extension of a traditional (wired) fieldbus network to support
wireless and mobile nodes. This hybrid wired/wireless network could be based on
different fieldbus systems, but PROFIBUS-DP has been elected as the federating
communication system for the hybrid communication network, for which rationale for
the choice was given in Chapter 3. Nonetheless, most of the approaches could be
potentially used in other standard fieldbus networks.

Then, in Chapter 4, some design alternatives were analysed and compared,
justifying the choice for an approach where the Wired and Wireless Domains are
interconnected through Intermediate Systems (ISs) behaving as repeaters. In addition to
this, several design rules that govern the proposed approach were presented and an
innovative mechanism that is able to support inter-cell mobility with the desired
requirements was described. One of the advantages of this architecture is that it requires
no changes to the PROFIBUS core protocols.

In Chapter 5, analytical models for such a Communication Network were proposed,
to enable the analysis carried out in Chapters 6, 7 and 8. These models provided
parameters and behaviour for a number of different components, namely for
Communication Domains, Physical Media, Intermediate Systems (ISs) and End Systems
(ESs). Importantly, the model for the Physical Media included a generic format for
Physical Layer Protocol Data Units (PhL PDUs), and the model for the ISs supported
both cut-through and store&forward behaviours. These aspects were of paramount
importance in the scope of this thesis, since they showed to have a strong impact on very
important time parameters.

10.2.2. Traffic adaptation through insertion of additional idle time

The heterogeneity in bit rates and in PhL PDU formats in such a broadcast network
imposes the consideration of some kind of traffic adaptation scheme, since traffic
congestion may occur (in the ISs). The problem originated by this heterogeneity in the
physical layers is that message response times are affected by increasing delays due to
queuing in the ISs. To our best knowledge, there is no related work focusing on this
problem. Therefore, in order to achieve reduced and bounded message response times, a
specific mechanism to eliminate these queuing delays was proposed in Chapter 6.

The proposed mechanism relies on an appropriate setting of the PROFIBUS Idle
Time parameters (TID1 and TID2). The Idle Time is an inactivity time that must be
respected by master ESs before transmitting request or token PDUs. This reduces the
number of transactions per time unit, when the responder is not located in the same
Communication Domain as the initiator. However, the advantage of the proposed
methodology is enormous, as it leads to a better responsiveness to failures and to
bounded and smaller worst-case message response times, and does not impose any
changes to the PROFIBUS protocol. Moreover, it enables the computation of the worst-
case duration for any message transaction and of the PROFIBUS Slot Time parameter
(as detailed in Chapter 7).

It is also important to note that this methodology can be applied to any type of
broadcast network composed by heterogeneous transmission media.
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10.2.3. Computation of the duration of message transactions and of the Slot Time
parameter

The message’s response time in a PROFIBUS-based Communication Network is mainly
dependent on the medium access delay (contention due to other messages in the queue
and due to other stations holding the token) and on the duration of the message
transaction. Such duration includes both the duration of the request/response PDUs and
the system turnaround time associated with that transaction, that is, the time interval
between the end of the request transmission and the beginning of the response reception.

Since both the initiator and the responder ESs may belong to different
Communication Domains, request and response PDUs may have to be relayed by one or
more ISs before reaching the destination. Therefore, a specific analysis was required to
evaluate such additional latencies introduced by the hybrid nature of the network .

Chapter 7 presented a methodology to evaluate the worst-case system turnaround
time (tst) and worst-case duration (Cack) of message transactions, enabling the setting of
the PROFIBUS Slot Time parameter (TSL). This parameter defines the timeout before
which a response/acknowledgement must arrive, and it is also used for the token
recovery mechanism. Therefore, TSL assumes a particular importance, for such a hybrid
network. On one hand, TSL must be set large enough to cope with the extra latencies
introduced by the ISs. On the other hand, TSL must be set as small as possible such as the
system responsiveness to failures does not decrease dramatically and worst-case message
response times are as small as possible.

10.2.4. Timing analysis considering inter-cell mobility

Chapter 8 presents a timing analysis of the mobility management mechanism that was
introduced in Chapter 4. This mechanism uses native PROFIBUS features and provides
a seamless handoff for mobile master and slave ESs and also for Mobile Linking ISs
(MLISs). Basically, a mobility manager (MobM) is responsible for starting a well-
defined mobility management period, during which every mobile system will be able to
perform the handoff procedure. One of the pros of this mechanism is its associated
timing determinism, since the mobility management duration can be determined a priori.

In order for this mechanism to be compatible with the characteristics of
PROFIBUS, after the Mobility Master (MobM) triggers the mobility management
mechanism, it must insert an adequate idle time (TID2) corresponding to the duration of
the mobility management period, before issuing another transaction or passing the token.
The duration of this mobility management period depends on the number of beacons (nb)
that each Structuring Intermediate System (SIS) or Structuring & Linking Intermediate
System (SLIS) must transmit, for radio channel assessment purposes. A methodology to
compute both the worst-case duration of the mobility management period and the proper
number of beacons to be transmitted by each SIS/SLIS was proposed in Chapter 8.

The impact of the inter-cell mobility in the Idle Time and Slot Time parameters is
also addressed in Chapter 8. While the Idle Time parameters only depend on the
Physical Media existent in the Communication Network, the Slot Time is influenced by
inter-cell mobility, due to changes in the path (number and type of physical media)
between initiator and responder or between a master and its successor.
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10.3. Future work

Although the architectural models and mechanisms proposed in this thesis guarantee the
real-time behaviour of the Communication Network, some additional work and
improvements can still be made, as outlined next.

The numerical results presented in Chapter 9 show the impact of the variation of the
bit rate of Wired Domains in the Idle Time and Slot time parameters. As it was already
mentioned, these parameters should be kept as small as possible, in order to increase data
throughput. If wired and wireless bit rates are rather different, the inserted idle times and
system turnaround times increase significantly. For the scenarios proposed in Chapter 9,
the optimal situation seems to be for the wired bit rate slightly above the wireless bit
rate. Nevertheless, a more detailed analysis could be devoted to the effect of considering
other types of PhL PDU formats and bit rates in relevant network parameters.

Since the insertion of additional idle time reduces the data throughput (data/idle
ratio) of the network, it would be interesting to analyse and eventually measure this
throughput for different scenarios. Another issue to be further investigated is the
simultaneous use of cut-through and store&forward ISs in a Communication Network.
For instance, it could be mandatory for the structuring types of ISs (SISs/SLISs) to relay
PDUs (from wireless to wireless) in a store&forward way, while Linking ISs (LISs)
could behave as cut-through repeaters. This would require a re-formulation of the
analysis and methodologies for the computation of the Idle Time and Slot Time
parameters.

To compute the worst-case queuing delay (Q) affecting a request PDU, it was
considered that this PDU is preceded by an infinite sequence of maximum length PDUs.
Future work could focus on trying to reduce this pessimism, eventually by considering
possible sequences of message transactions and seeing the effect on a request PDU.
Apparently, the number of PDUs that the ISs must be able to store increases with the
number of ISs in the Communication Network. An interesting issue to be further
investigated would be analysis of buffer requirements, both for cut-through and
store&forward ISs.

Most real-time systems are also safety-critical systems, demanding a high level of
dependability. Therefore, another extension to this work would be to combine the
proposed timing analysis with some dependability analysis. How the network behaves in
the presence of faults, e.g., the impact of a mobile ES getting out of range when
transmitting or receiving. Concerning the mobility management mechanism, which
mechanisms could be introduced to support some fault-tolerance level and how these
mechanisms would affect the real-time behaviour of the Communication Network.

The addressed communication architecture is based on ISs acting as repeaters. An
alternative approach would be an architecture based on bridges/routers. Although this
approach requires some more complex mechanisms (e.g. mobility management) and
changes to the PROFIBUS (MAC) protocol, its potential could be rewarding in terms of
dependability and timeliness (Ferreira et al., 2002).

Finally, it would be also interesting to consider other state-of-the-art fieldbus
protocols besides PROFIBUS (e.g. WorldFIP, Foundation Fieldbus) as possible
federating communication systems and analyse different alternatives for the hybrid
architecture.
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Annex A

Object-Oriented Model of the
Communication Network

This annex describes an object-oriented model of the hybrid wired/wireless
network architecture discussed in Chapters 4 and 5. This graphical model depicts
the different components/objects of the Communication Network and the
relationship between them.

A.1. Basics on the Object-Oriented Analysis Method

In order to clarify the relationship between all the elements that compose the
Communication Network, the object-oriented analysis method (OOA) described in
(Coad and Yourdon, 1991) is used. This OOA model is structured in five layers, which
gradually present more detail (Figure A.1).

Class&Object
Structure

Subject

Attribute
Service

Increasing
detail

Layers

Figure A.1: Layers of the OOA modelling technique

Additionally, there are several symbols to represent the different entities of the
OOA graphical model (Figure A.2).

0,mClass

Class&Object

Generalisation-Specialisation structure

Contains 0 to many objects

1 Belongs to 1 object

1 1 Association between objects

Whole-Part structure

Figure A.2: Symbols of the OOA modelling technique

A double border box represents a Class and its Objects (instances). A variation of
the “Class&Object” symbol is the “Class” symbol, represented by a single border box.
This symbol is used to represent a generalisation Class whose corresponding Objects are
portrayed by their specialisations which have Class&Object symbols (Figure A.3a). An
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instance connection (Figure A.2) represents an association between Objects and is
represented by a line drawn between (individual) Objects. For instance in Figure A.3b,
one car is associated to one owner, while one owner may have more than one car.

Vehicle

Car Plane

1,2

1

Car

EngineSuspension

2-4

1

Owner1,m1

(a) (b)

Figure A.3: Generalisation-specialisation and whole-part structures

The OOA modelling technique defines two types of structures: generalisation-
specialisation and whole-part. The former type is used to distinguish between Classes
(Figure A.3a). The latter tries to reflect that a whole has a number of parts. For instance,
the whole-part structure depicted in Figure A.3b shows that a car can have one or two
engines (hybrid) and two to four independent suspension systems. Obviously, one
suspension system or one engine belongs to one (and only one) car.

A.2. Object-Oriented Model of the Communication Network

Figure A.4 presents a graphical model for the Communication Network with two
(Class&Object and Structure) of the five layers defined in the OOA modelling
technique. Additionally, the associations between objects are also presented (belong to
the Attribute Layer). The abbreviations (Class names) are the ones proposed in
Chapter 5.

A Communication Network (N) may be composed by one or more Communication
Domains (D). A Communication Domain is always associated to one Physical Medium
(M), while one Physical Medium may be associated to several (0, m) Communication
Domains. A Communication Domain is specialised in a Wired Domain (WRD) and in a
Wireless Domain (WLD). WRDs can be further specialised in MWRDs while WLDs
may be of Ad-hoc (AWLD) or Structured (SWLD) types.  Each AWLD is associated to
one Ad-hoc Radio Cell (ARC) and vice-versa. Similarly, each SWLD is associated to
one Structured Radio Cell (SRC).

Structuring Intermediate Systems (SIS) are part of a single Communication Domain
(SWLD), while LIS and SLIS always belong to two Communication Domains. Wireless
End Systems (WLES or MWLES) and Wired End Systems (WRES) are always
associated to a number (1, m) of Message Streams (S). Each Message Stream has an ES
acting as initiator and another ES acting as the responder, thus associated with two
(different) ESs.
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Figure A.4: Object-oriented model of the Communication Network





Annex B

Simplified Algorithm for the
Computation of TID1 and TID2

This annex presents a simplified algorithm intended to evaluate the idle time
parameters, assuming some simplifications to the model presented in Chapter 6.

B.1 Simplifications Assumed

In order to avoid the need for the Intermediate Systems to decode the type of DLL PDU,
both “minimum” idle times should be set to the same value (TID1m= TID2m= TIDm). Thus,
TIDm is the idle time that will be used by all Intermediate Systems, when relaying traffic
(PDUs) from one port to the other.

The methodology presented in Sections 6.3-7 permits to set both idle time
parameters in a per-station basis, taking into account all possible transactions (message
streams) for that master station. In this sense, each master station in the network would
have a unique pair (TID1, TID2) of idle time parameter values.

For the sake of simplicity, a simplified algorithm that returns the same idle time
parameter values for all masters ESs in a given Physical Medium (therefore, in a per-
Physical Medium basis) is presented. Therefore, instead of considering the particular set
of message streams for each master station, the algorithm assumes a worst-case scenario
where maximum and minimum PDU lengths for the (overall) Communication Network
are considered. This requires the definition of the following additional Communication
Network parameters (Table B.1).

Table B.1: Communication Network-specific parameters

Description Symbol
Maximum length of DLL request PDU max

reqL

Maximum length of DLL response PDU max
respL

Minimum length of DLL request PDU min
reqL

Minimum length of DLL response PDU min
respL

Moreover, acknowledged and unacknowledged DLL request PDUs are considered
to have the same maximum and minimum lengths.

An algorithm (presented in pseudo-code) that evaluates the values for TID1 and TID2

is proposed next.
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B.2 Simplified Algorithm for the Computation of TID1 and TID2

1: Begin

2: /* Read Communication Network-specific parameters */

3: input(Ltoken ,L
max

req , L
max

resp , L
min

req , L
min

resp ,t
min

rt , TIDm , d, trd ,nm)

4: /* Set minimum idle time parameters to the same value */

5: TID1m= TID2m= TIDm

6: For i=1 to nm /* For every physical media */

7: /* Read Physical Medium-specific parameters *)

8: input(ri,liH,l
i
T,k

i,oi)

9: For j=1 to nm /* For every Physical Medium */

10: if j <> i then /* other than i (j≠i) */
11: /* Set DLL PDU lengths to maximise the idle time */

12: If  
i

i

j

j

r

kd

r

kd +
>

+ then

13: max
)1(

max
)()1( , resplrespreqlreqlreq LLLLL === −−

14: else

15: min
)1()(

min
)1( ,, resplresptokenlreqreqlreq LLLLLL === −−

16: endif

17: /* Compute ti→j
ID1Γ+ (Eq. 6.6) and t

i→j
ID1∆+ (Eq. 6.21) */

18:

{ }0,max

2

1
min

)1()1()1()1(

)()1(

min
11)1()1()1()1(1

j
mIDrt

j
lreq

i
lreq

ji
lsrreq

ji
lsrresp

ji
lsrreq

ji
lsrreq

rt
i

mID
j

mID
i

lresp
j

lresp
i

lreq
j

lreq
ji

ID

ttCCtt

tt

tttCCCCt

−+−+−+

+−+

+−−⋅+−+−≥

−−
→

−
→

−

→→
−

−−−−
→

+Γ

19: i
mID

j
mID

i
token

j
token

ji
lsrreq

ji
srtoken

ji
ID ttCCttt 11)(1 −+−+−≥ →→→

+∆

20: { }ji
ID

ji
ID

ji
ID ttt →

+∆
→

+Γ
→

+ = 111 ,max

21: /* Compute ti→j
ID2+ using Eq. 6.31 */

22: i
mID

j
mID

i
lreq

j
lreq

ji
lsrreq

ji
lsrreq

ji
ID ttCCttt 22)1()1()()1(2 −+−+−≥ −−

→→
−

→
+

23: endif /* if j <> i */

24: endfor /* For j */

25: { }ji
ID

i
ID tt →

++ = 11 max

26: { }ji
ID

i
ID tt →

++ = 22 max

27:  ii
IDmID

i
ID rtTT ⋅+= +111

28:  ii
IDmID

i
ID rtTT ⋅+= +222

29: endfor /* For i */

30: end.
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On the Conditions for no Queuing Delays
in the Intermediate Systems

The inserted idle time guarantees that there are no increasing queuing delays (no
congestion) in the Intermediate Systems. Request PDUs may be affected by
queuing delays from the second IS on, between initiator and responder. In order to
compute the worst-case system turnaround time for a message transaction (tst), it is
necessary to compute the worst-case total queuing delay (Q) affecting a request
PDU, from the initiator up to the responder. The results presented in this annex are
of paramount importance, since they prove that for a worst-case situation where a
request PDU (transaction l) is preceded by an infinite sequence of equal length
PDUs, Q can be computed considering just the previous transaction (l-1).

C.1 Case 1: Transaction l-1 is Acknowledged (Req/Resp)

In this section, it is proved that if Lreq(l-1) = Lresp(l-1) = Lreq(l), then the request PDU of
transaction l has no queuing delay (in none of the IS up to the responder). This occurs if
the request PDU of transaction (l-1) has no queuing delay and Γi

a ≥ Γi
b, for any

i ∈ I.
By induction, if Γ1

a ≥ Γ1
b is true, if it is proved that Γn+1

a ≥ Γn+1
b considering true

that Γn
a ≥ Γn

b, then it is true that Γi
a ≥ Γi

b, for any i ∈ I.
To prove that Γ1

a ≥ Γ1
b is to prove that (see Eq. (7.12)):
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Since, from Eq. (6.7) that t1
ID1+ ≥ t1→2

ID1+ and taking into account that, from Eq.
(6.6):
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Then, Eq. (C.1) is true, that is what we wanted to prove. Note that this result was
expected, since the inserted idle time is defined in a way to prevent queuing delays in the
first IS.

Now let us check if Γn+1
a ≥ Γn+1

b is true (and in which conditions), considering true
that:

n
b

n
a Γ≥Γ (C.2)

By definition (Eq. (7.14)),
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Taking into account Eq. (C.2), it is true that
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n
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1 (C.4)

Considering that it is also true that:
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then,

( )∑
+

=

+→+ ++Γ=Γ
1

2

1
)(

11
n

i
rd

ii
lsrreqa

n
a tt (C.6)

By definition (Eq. (7.14)),
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Let us first analyse the case where:
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The intention is to prove that:
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If the following simplification is assumed:
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then Eq. (C.9) turns into:
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Taking into account Eqs. (7.12) and (C.10):
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Substituting Eq. (C.12) in (C.11) stands:
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Taking into account that, from Eqs. (6.6) and (C.10):
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then. since from Eq. (6.7), t1
ID1+ ≥ t1→n+2

ID1+, then it is true that:
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That is equivalent to Eq. (C.13), what we wanted to prove.
Let us now analyse the case in Eq. (C.7) where:
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The intention is to prove that:
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Assuming the simplification in Eq. (C.10), Eq. (C.16) results in:
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Proving Eq. (C.17) by induction:
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Let us analyse the case where:
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Since, from Eq. (6.7), t1
ID1+ ≥ t1→3

ID1+ and taking into account that, from Eq. (6.6):
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That is what we wanted to prove (Eq. (C.20)).
Now it is necessary to check the other case, i.e. if it is true that:
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From Eq. (6.7), it is true that:
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Computing t1
ID1+ + t1→3

ID1+ results in:

{ }
{ }

( ) 002

0,max

0,max

222

222

1
1

3
1

2
1

1312

3
1

313131

2
1

212121

1
1

3
1

13

1
1

2
1

1231
1

21
1

++−−++−+−⋅≥

−+−+−+

+−+−+−+

+−−⋅+⋅−⋅+

+−−⋅+⋅−⋅≥+

→→

→→

→
+

→
+

rtmIDmIDmID

mIDrtsrsr

mIDrtsrsr

rtmIDmID

rtmIDmIDIDID

ttttCCCC

ttCCtt

ttCCtt

tttCC

tttCCtt

(C.24)

Eqs. (C.23) and (C.24) prove that (C.22) is true.
Now, Eq. (C.17) must be proved for the general case. Assuming that is true that:
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The intention is to prove that:
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Starting by addressing the case where:
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then, it must be proved that:
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Considering Eq. (C.4),
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That was admitted to be true.
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Now let us address the case where:
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Substituting Eqs. (C.6) and (C.31) in Eq. (C.26), and taking into account the
simplification (C.10), results in:
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Taking into account Eq. (C.12), Eq. (C.32) stands:
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From Eq. (6.7),
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Computing t1→n+2
ID1+ + t1→n+3

ID1+ results in:
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Taking into consideration Eqs. (C.34) and (C.35), it is also true that:
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That is what we wanted to prove (5.35). �
The previous analysis allows us to state that if Lreq(l-1) = Lresp(l-1) = Lreq(l), then the

request PDU of transaction l never experiences queuing delay, from the initiator to the
responder.
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C.2 Case 2: Transaction l-1 is Unacknowledged (SDN)

In this section, it is proved that if the lengths of the request PDU of transaction l and of
the unacknowledged request PDU of transaction l-1 are equal (Lreq(l-1) = Lreq(l)), then the
request PDU of transaction l has no queuing delay (in none of the IS until reaching the
responder). This situation occurs if the request PDU of transaction (l-1) has no queuing
delay and Φi

a ≥ Φi
b, for any i belonging to the ordered set of Communication Domains

from the initiator to the responder.
By induction, if Φ1

a≥Φ1
b is true, if it is proved that Φn+1

a≥Φn+1
b considering true

that Φn
a≥Φn

b, then Φi
a≥Φi

b, for any i.
Prove that Φ1
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b, i.e.:
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Since, from Eq. (6.33), t1
ID2+≥ t1→2

ID2+ and taking into account that, from Eq. (6.32):
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Then Eq. (C.37) is true, that is what we wanted to prove. Note that this result was
expected, since the inserted idle time is defined in a way to prevent queuing delays in the
first IS.

Now, assuming that Φn
a≥Φn

b, the intention is to prove that Φ n+1
a≥Φ n+1

b.
By definition (Eq. (7.19)):
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Taking into account our assumption, it is true that
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Considering that it is also true that:
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By definition (Eq. (7.19)),
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Therefore, the intention is to prove that:
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If the following simplification is assumed:
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Then Eq. (C.44) results in:
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Taking into account the definition in Eq. (7.17) and the simplification in (C.45):
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Substituting Eq. (C.47) in (C.46) stands:
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Taking into account that, from Eq. (6.32):
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Considering the simplification in (C.45) and that t1
ID2+ ≥ t1→n+2

ID2+ (from Eq. 6.33),
then it is true:

1
2

2
2

1221
2

1
2 mID

n
mID

nn
IDID ttCCtt −+−≥≥ +++→

++
(C.50)

That is equivalent to (C.48), what we wanted to prove. �
The previous analysis allows to conclude that if Lreq(l-1) = Lreq(l), then the request

PDU of transaction l never experiences queuing delay, from the initiator to the
responder.
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Algorithms for the
Computation of tst, TSL1 and TSL2

This annex presents two pseudo-code algorithms. The first one concerns the
computation of the worst-case system turnaround time (tst), the worst-case duration
of message transactions, and the first component of the PROFIBUS Slot Time
parameter - TSL1. The second algorithm concerns the computation of the second
component of Slot Time parameter - TSL2.

D.1 Computation of tst , Cack and TSL1

The following algorithm (presented in pseudo-code) for the computation of Tst , Cack and
TSL1 is proposed:

Algorithm D.1: Computation of tst , Cack and TSL1

1: Begin

2: /* Define the Stream structure type */

3: S_type = record

4: ndp: integer /* number of Comm. Domains in the path */

5: /* between initiator and responder */

6: path: array[10] of integer /* physical media in the path */

7: Lreq: integer /* length of the request PDU */

8: Lresp: integer /* length of the response PDU */

9: tstn: real /* system turnaround time no queuing */

10: Gama_a: array[10] of real

11: Gama_b: array[10] of real

12: q_Gama: array[10] of real /* queuing Gama in each domain */

13: Qgama: real /* total queuing Gama in the path */

14: Fi_a: array[10] of real

15: Fi_b: array[10] of real

16: q_Fi: array[10] of real /* queuing Fi in each domain */

17: QFi: real /* total queuing Fi in the path */

18: Q: real /* total queuing in the path */

19: tst: real /* total system turnaround time */

20: Duration: real /* duration of the message transaction */
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21: endrecord

22: /* Define the Stream structure variable */

23: S: array[100] of S_type

24: /* Call the Idle_Time procedure */

25: Call Idle_Time

26: /* Read Stream-related parameters */

27: input(ns) /* number of streams */

28: For i=1 to ns /* For every Stream */

29: input(S[i].ndp)

30: for j=1 to ndp

31: input(S[i].path[j])

32: endfor /* j */

33: input(S[i].Lreq)

34: input(S[i].Lresp)

35: endfor /* i */

36: /* Computation of the worst-case system turnaround time */

37: For i=1 to ns /* For every Stream */

38: if S[i].ndp = 1 then /* if there are no IS in the path */

39: S[i].tstn = trt_max/* System’s = Responder’s turnaround t */

40: S[i].Q = 0 /* no queuing */

41: else /* one or more IS in the path */

42: /* Computation of tstn */

43: [ ] ( ) ( ) 1
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1max
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srLresprt
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44: /* Computation of the queuing delays*/

45: if S[i].ndp = 2 then /* only one IS in the path */

46: S[i].Q = 0 /* no queuing in first IS */

47: else /* two or more IS in the path */

48: /* Computation of Qgama */

49: /* Computation of Gama for the first IS */

50: [ ] [ ] rdsrLreqIDmIDLrtL
ttttCtCaGamaiS

respreq
++++++= →
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211
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52: /* q_Gama[1] is always 0 due to the idle time */

53: /* but we compute it next anyway */

54: S[i].q_Gama[1] = max {S[i].Gama_b[1]-S[i].Gama_a[1],0}
55: /* Computation of Gama for the other IS */

56: For j = 2 to (S[i].ndp - 1)

57:
[ ] [ ] [ ] [ ] [ ] [ ]{ }

rd
jj
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59: S[i].q_Gama[j] = max {S[i].Gama_b[j]-

-S[i].Gama_a[j],0}
60: endfor /* j */
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62: /* Computation of Qfi */

63: /* Computation of Fi for the first IS */

64: [ ] [ ] rdsrLreqIDmIDL
ttttCaFiiS

req
++++= →

+
211

2
1

2
1

max1_.

65: [ ] [ ] 2
2

221
maxmax1_. mIDLrdsrL

tCttbFiiS
reqreq

+++= →

66: /* q_Fi[1] is always 0 due to the idle time */

67: /* but we compute it next anyway */

68: S[i].q_Fi[1] = max {S[i].Fi_b[1]-S[i].Fi_a[1],0}
69: /* Computation of Fi for the other IS */

70: For j = 2 to (S[i].ndp - 1)
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73: S[i].q_Fi[j] = max {S[i].Fi_b[j]-S[i].Fi_a[j],0}
74: endfor /* j */

75: [ ] [ ] [ ]( )∑
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1
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ndp

j

jFiqiSQfiiS

76: /* Computation of Q (maximum total queuing) */

77: S[i].Q = max {S[i].Qgama,S[i].Qfi}
78: endif /* S[i].ndp = 2 */

79: endif /* S[i].ndp = 1 */

80: /* Computation of the total system turnaround time */

81: S[i].tst = S[i].tstn + S[i].Q

82: /* Computation of the duration of the message transaction */

83: [ ] 1
1

1
1

11. +++++= IDmIDLrespstLreq ttCtCdurationiS

84: endfor /* For i */

85: /* Computation of TSL1 */

86: tSL1 = max {S[i].tst}
87: end.
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D.2 Computation of TSL2

The following algorithm (presented in pseudo-code) for the computation of TSL2 is
proposed:

Algorithm D.2: Computation of TSL2

1: Begin

2: /* Define the Master structure type */

3: Master_type = record

4: ndp: integer /* number of Comm. Domains in the path */

5: /* between initiator and responder */

6: path: array[10] of integer /* physical media in the path */

7: Gama_a: array[10] of real

8: Gama_b: array[10] of real

9: q_Gama: array[10] of real /* queuing Gama in each domain */

10: Qgama: real /* total queuing Gama in the path */

11: Fi_a: array[10] of real

12: Fi_b: array[10] of real

13: q_Fi: array[10] of real /* queuing Fi in each domain */

14: QFi: real /* total queuing Fi in the path */

15: Q: real /* total queuing in the path */

16: tst_token: real /* system turnaround time for TSL2 */

17: endrecord

18: /* Define the Master structure variable */

19: M: array[100] of Master_type

20: /* Call the Idle_Time procedure */

21: Call Idle_Time

22: /* Read Stream-related parameters */

23: input(nmasters) /* number of masters */

24: For i=1 to nmasters /* For every Stream */

25: input(M[i].ndp)

26: for j=1 to M[i].ndp

27: input(M[i].path[j])

28: endfor /* j */

29: endfor /* i */

30: /* Computation of the worst-case system turnaround after token */

31: For i=1 to nmasters /* For every master */

32: if M[i].ndp = 1 then /* if no IS in the path */

33: /* tst_token = TID1 for the physical medium of that master */

34: M[i].tst_token = tiID1m + t
i
ID1+

35: else /* if one or more IS in the path */



Annex D 165

36: /* Computation of the queuing delays affecting the token */

37: if M[i].ndp = 2 then /* only one IS in the path */

38: M[i].Q = 0 /* no queuing in first IS */

39: else /* two or more IS in the path */

40: /* Computation of Qgama */

41: /* Computation of Gama for the first IS */
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44: /* q_Gama[1] is always 0 due to the idle time */

45: /* but we compute it next anyway */

46: M[i].q_Gama[1] = max {M[i].Gama_b[1]-M[i].Gama_a[1],0}
47: /* Computation of Gama for the other IS */

48: For j = 2 to (M[i].ndp - 1)
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51: M[i].q_Gama[j] = max {M[i].Gama_b[j]-

- M[i].Gama_a[j],0}
52: endfor /* j */
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54: /* Computation of Qfi */

55: /* Computation of Fi for the first IS */
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58: /* q_Fi[1] is always 0 due to the idle time */

59: /* but we compute it next anyway */

60: M[i].q_Fi[1] = max {M[i].Fi_b[1]-M[i].Fi_a[1],0}
61: /* Computation of Fi for the other IS */

62: For j = 2 to (M[i].ndp - 1)
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65: M[i].q_Fi[j] = max {M[i].Fi_b[j]-M[i].Fi_a[j],0}
66: endfor /* j */

67: [ ] [ ] [ ]( )∑
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jFiqiMQfiiM

68: /* Computation of Q (maximum total queuing) */

69: M[i].Q = max {M[i].Qgama,M[i].Qfi}
70: endif /* M[i].ndp = 2 */

71: endif /* M[i].ndp = 1 */

72: /* Computation of the sum of tsrLtoken */
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74: /* Computation of the maximum sum of the tsr */

75: /* of the following master’s request or token PDU */

76: /* Considering that the following master issues a request PDU */

77: For Lreq = L
min

req to L
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req /* for all possible request lengths */
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81: /* Considering that the following master issues a token PDU */

82: /* of the following master’s request or token PDU */
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84: /* The worst-case is the maximum between the two */

85: ( )srLtokensrLreqsr tSumtMaxSumtMaxSum _,_max_ =

86: /* The system turnaround time after a token can be computed */
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88: endfor /* For i */

89: /* Computation of TSL2 */

90: tSL2 = max {M[i].tst_token}
91: end.
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Algorithm for the Computation of the
Mobility Management Parameters

This annex presents an algorithm (presented in pseudo-code) intended for the
computation of both the TID2 for the Mobility Master and of the number of beacons
(nb) that each SIS/SLIS must transmit, during the mobility management period.

E.1 Simplified Algorithm for the Computation of TID2 and nb

Algorithm E.1: Computation of Mobility Management parameters

1: Begin

2: /* Define the Beacon Tigger (BT) structure type */

3: BT_type = record

4: ndp: integer /* number of Comm. Domains in the path */

5: /* between MobM and SWLD */

6: path: array[10] of integer /* physical media in the path */

7: tbtn: real      /* minimum latency of the BT PDU (no Q) */

8: Gama_a: array[10] of real

9: Gama_b: array[10] of real

10: q_Gama: array[10] of real /* queuing Gama in each domain */

11: Qgama: real /* total queuing Gama in the path */

12: Fi_a: array[10] of real

13: Fi_b: array[10] of real

14: q_Fi: array[10] of real /* queuing Fi in each domain */

15: QFi: real /* total queuing Fi in the path */

16: Delta_a: array[10] of real

17: Delta_b: array[10] of real

18: q_Delta: array[10] of real /* queuing Fi in each domain */

19: QDelta: real /* total queuing Fi in the path */

20: Q: real /* total queuing in the path */

21: tbt: real /* worst-case latency of the BT PDU */

22: tbp_pre: real /* prel. duration of the beacon period  */

23: tbp: real /* duration of the beacon period  */
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24: tbp: real /* duration of the beacon period  */

25: nb: longint /* number of beacons  */

26: endrecord

27: Mob_type = record

28: BT: array[10] of BT_type /* one for each SIS/SLIS */

29: Lbt: integer /* length of the BT PDU (chars) */

30: tbgap: real /* duration of the beacon gap (us) */

31: tsw: real /* duration of the channel switching (us) */

32: Cbeacon: real /* duration of the beacon (us) */

33: nch: integer /* number of radio channel sets */

34: nSIS: integer /* number of SIS/SLIS */

35: tbt: real /* max latency of the BT PDU, for all SWLD */

36: tho: real /* max duration of the handoff procedure */

37: tmob_pre: real /* prel. duration of mobility management */

38: tmob: real /* final duration of mobility management */

39: tID2plus: real /* inserted idle time after the BT PDU */

40: TID2: longint /* Idle Time parameter in the MobM */

41: endrecord

42: /* Define the MobM structure variable */

43: Mob: Mob_type

44: /* MobM is exclusively dedicated to mobility or a normal master? */

45: MobM_dedicated: integer /* 0 – normal master, 1 – dedicated master */

46: /* Call the Idle_Time procedure */

47: Call Idle_Time

48: /* Read Mobility-related parameters */

49: input(MobM_dedicated)

50: input(Mob.nch)

51: input(Mob.Lbt)

52: input(Mob.tbgap)

53: input(Mob.tsw)

54: input(Mob.Cbeacon)

55: input(Mob.nSIS)

56: For i=1 to Mob.nSIS /* For every SIS/SLIS */

57: input(Mob.BT[i].ndp)

58: for j=1 to Mob.BT[i].ndp

59: input(Mob.BT[i].path[j])

60: endfor /* j */

61: endfor /* i */

62: /* Computation of the Mobility Management parameters */

63: For i=1 to Mob.nSIS /* For every SIS/SLIS */

64: /* Computation of the queuing delays affecting the BT PDU */

65: /* There is at least one SIS/SLIS between the MobM and a SWLD */

66: if Mob.BT[i].ndp = 2 then /* only one IS in the path */

67: Mob.BT[i].Q = 0 /* no queuing delays */
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68: else /* two or more IS in the path */

69: if MobM_dedicated = 0 then /* MobM is a normal master */

70: /* In this case, the BT PDU is assumed to be preceded */

71: /* by maximum length ack. or unack. transactions */

72: /* Computation of Qgama */

73: /* Computation of Gama for the first IS */

74: [ ] [ ] rdsrBTIDmIDLrtL
ttttCtCaGamaiBTMob

respreq
++++++= →

+
211

1
1

1
11

maxmax1_..

75:
[ ] [ ] { }

2
1

2

2
1

221211

max

maxmaxmaxmax ,max1_..

mIDL

mIDLrdsrLrdsrLrtL

tC

tCtttttCbGamaiBTMob

req

reqreqrespreq

++

+++++++= →→

76: /* q_Gama[1] is always 0 due to the idle time */

77: /* but we compute it next anyway */

78: Mob.BT[i].q_Gama[1]= max{Mob.BT[i].Gama_b[1] -

79: - M[i].Gama_a[1],0}
80: /* Computation of Gama for the other IS */

81: For j = 2 to (Mob.BT[i].ndp - 1)

82: [ ] [ ] [ ] [ ]
[ ] [ ] rd

jj
srBT tt

jbGamaiBTMob

jaGamaiBTMob
jaGamaiBTMob ++









−
−

= +→ 1

1_..

,1_..
max_..

83:

[ ] [ ]
[ ] [ ]
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1
1

1

1

1

1
1
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maxmax
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max
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++

++

=

+→

+→

++



















++




 +

++−−−

=

∑
j

mID
j

Lj
mID

j

L

j

l
rd

ll

srL

rd
jj

srL

j
mID

j

L

tC
tCtt

tttCjbGamaiBTMob

jbGamaiBTMob

resp

reqreq

respresp

84: Mob.BT[i].q_Gama[j] = max {Mob.BT[i].Gama_b[j]-

85: - Mob.BT[i].Gama_a[j],0}
86: endfor /* j */

87: [ ] [ ] [ ]( )∑
−

=

=
1

1

_....
ndp

j

jGamaqiBTMobQgamaiBTMob

88: /* Computation of Qfi */

89: /* Computation of Fi for the first IS */

90: [ ] [ ] rdsrBTIDmIDL
ttttCaFiiBTMob

req
++++= →

+
211

2
1

2
1

max1_..

91: [ ] [ ] 2
2

221
maxmax1_.. mIDLrdsrL

tCttbFiiBTMob
reqreq

+++= →

92: /* q_Fi[1] is always 0 due to the idle time */

93: /* but we compute it next anyway */

94: Mob.BT[i].q_Fi[1] = max { Mob.BT[i].Fi_b[1] -

95: - Mob.BT[i].Fi_a[1],0}
96: /* Computation of Fi for the other IS */

97: For j = 2 to (Mob.BT[i].ndp - 1)

98: [ ] [ ] [ ] [ ]
[ ] [ ] rd

jj
srBT tt

jbFiiBTMob

jaFiiBTMob
jaFiiBTMob ++









−
−

= +→ 1

1_..

,1_..
max_..
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99: [ ] [ ] 1
2

1

1

1
maxmax_.. ++

=

+→ ++




 += ∑ j

mID
j

L

j

l
rd

ll

srL
tCttjbFiiBTMob

reqreq

100: Mob.BT[i].q_Fi[j] = max { Mob.BT [i].Fi_b[j]-

101: - Mob.BT[i].Fi_a[j],0}
102: endfor /* j */

103: [ ] [ ] [ ]( )∑
−

=

=
1

1

_....
ndp

j

jFiqiBTMobQfiiBTMob

104: /* Computation of Q (maximum total queuing) */

105: Mob.BT[i].Q = max {Mob.BT[i].Qgama,Mob.BT[i].Qfi}
106: else /* MobM_dedicated = 1 */

107: /* In this case, the BT PDU is always preceded */

108: /* by a token PDU */

109: /* Computation of Qdelta */

110: /* Computation of Delta for the first IS */

111: [ ] [ ] rdsrBTIDmIDL
ttttCaDeltaiBTMob

token

++++= →
+

211
1

1
1

11_..

112: [ ] [ ] 2
1

2211_.. mIDLrdsrL
tCttbFiiBTMob

tokentoken

+++= →

113: /* q_Delta[1] is always 0 due to the idle time */

114: /* but we compute it next anyway */

115: Mob.BT[i].q_Delta[1] = max { Mob.BT[i].Delta_b[1] -

116: - Mob.BT[i].Delta_a[1],0}
117: /* Computation of Delta for the other IS */

118: For j = 2 to (Mob.BT[i].ndp - 1)

119: [ ] [ ] [ ] [ ]
[ ] [ ] rd

jj
srBT tt

jbDeltaiBTMob

jaDeltaiBTMob
jaDeltaiBTMob ++







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−
−

= +→ 1
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,1_..
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120: [ ] [ ] 1
1

1

1

1_.. ++
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+→ ++
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
 += ∑ j

mID
j

L

j

l
rd

ll

srL
tCttjbDeltaiBTMob

tokentoken

121: Mob.BT[i].q_Delta[j] = max { Mob.BT[i].Delta_b[j]-

122: - Mob.BT[i].Delta_a[j],0}
123: endfor /* j */

124: [ ] [ ] [ ]( )∑
−

=

=
1

1

_....
ndp

j

jDeltaqiBTMobQdeltaiBTMob

125: /* Computation of Q (maximum total queuing) */

126: Mob.BT[i].Q = Mob.BT[i].Qdelta

127: endif /* MobM_dedicated */

128: endif /* Mob.BT[i].ndp */

129: /* Computation of the sum of tsrBT */

130: ∑
−

=

+→ 




 +=

1

1

1_
ndp

j
rd

jj

srLsrBT tttSum
BT

131: /* Computation of the latency of the BT PDU without queuing */



Annex E 171

132: [ ] 1_.. BT
ndp
BTsrBT CCtSumtbtniBTMob −+=

133: /* Computation of the latency of the BT PDU */

134: [ ] [ ] [ ]tbtniBTMobQiBTMobtbtiBTMob ...... +=

135: endfor /* i */

136: /* Get the maximum latency for the BT PDU, for all SWLD */

137: Mob.tbt = max {Mob.BT[i].tbt}
138: /* Computation of the maximum duration of the handoff procedure */

139: Mob.tho = (2*Mob.nch-1)*Mob.Cbeacon + Mob.nch*(Mob.tbgap+Mob.tsw)

140: /* Compute the preliminary duration of the beacon period */

141: Mob.tmob_pre = Mob.tbt + Mob.tho

142: /* Compute the number of beacons for every SIS/SLIS */

143: For i=1 to Mob.nSIS /* For every SIS/SLIS */

144: /* Compute the maximum duration of the beacon period */

145: /* in that particular SIS */

146: Mob.BT[i].tbp_pre = Mob.tmob_pre - Mob.BT[i].tbtn

147: /* Compute the number of beacons that must be transmitted */

148: Mob.BT[i].nb = ceil(Mob.BT[i].tbp_pre/(Mob.tbgap+Mob.tsw))

149: /* Recompute the beacon period duration */

150: Mob.BT[i].tbp = Mob.BT[i].nb*(Mob.tbgap+Mob.tsw))

151: /* Recompute the mobility management duration */

152: Mob.BT[i].tmob = Mob.BT[i].tbt + Mob.BT[i].tbp

153: endfor /* i */

154: /* Compute the final mobility management duration */

155: /* that is the maximum between all */

156: Mob.tmob = max {Mob.BT[i].tmob}
157: /* Compute the Idle Time parameter */

158: Mob.TID2 = ceil(Mob.tmob * r(MobM))

159: Mob.tID2plus = Mob.tmob – TIDm / r(MobM)

160: end.
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Input Data File for the System Planning Tool

This annex presents a text file that is used as input data for the program that
computes all network parameters (e.g. TID1, TID2, tst and Cack for all message
streams, TSL1, TSL2 and the mobility management parameters).

F.1 Input data file

Communication-Network-Specific
255     Lreqmax - maximum length of the request DLL PDUs (characters)
255     Lresp_max - maximum length of the response DLL PDUs (characters)
6       Lreq_min - minimum length of the request DLL PDUs (characters)
6       Lresp_min - minimum length of the response DLL PDUs (characters)
3       Ltoken - length of the token DLL PDU (characters)
8       d - number of data bits of each DLL character (bits)
10      trt_min - minimum responder's turnaround time (us)
50      trt_max - maximum responder's turnaround time (us)
100     TIDm - minimum idle time (bits)
25      trd - relaying delay (us)

Physical-Media-Specific (one row for each physical media (nm rows))
2       nm - number of (different) physical media
r(Mbaud) lH(bits)        lT(bits)        k(bits)         o(bits)
1.5             0               0               3               33
2               200             0               0               150

Message Streams
24      ns - number of message streams

S1
1       ndp - number of communication domains in the path
1       Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S2
1       ndp - number of communication domains in the path
1       Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)



174 Annex F

S3
1       ndp - number of communication domains in the path
1       Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S4
2       ndp - number of communication domains in the path
1 2     Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S5
4       ndp - number of communication domains in the path
1 2 1 2    Path - physical medium of every communication domain in the
path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S6
2       ndp - number of communication domains in the path
1 2     Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)

S7
4       ndp - number of communication domains in the path
1 2 1 2    Path - physical medium of every communication domain in the
path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)

S8
2       ndp - number of communication domains in the path
1 2     Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S9
4       ndp - number of communication domains in the path
1 2 1 2    Path - physical medium of every communication domain in the
path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S10
3       ndp - number of communication domains in the path
1 2 1   Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S11
3       ndp - number of communication domains in the path
1 2 1   Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)
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S12
3       ndp - number of communication domains in the path
1 2 1   Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S13
4       ndp - number of communication domains in the path
1 2 1 2 Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S14
4       ndp - number of communication domains in the path
1 2 1 2 Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)

S15
4       ndp - number of communication domains in the path
1 2 1 2 Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S16
2       ndp - number of communication domains in the path
2 1     Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S17
2       ndp - number of communication domains in the path
2 1     Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)

S18
2       ndp - number of communication domains in the path
2 1     Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S19
4       ndp - number of communication domains in the path
2 1 2 1 Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S20
2       ndp - number of communication domains in the path
2 1  Path - physical medium of every communication domain in the path
255     Lreq - Length of the request DLL PDU (characters)
6       Lresp - Length of the response DLL PDU (characters)

S21
4       ndp - number of communication domains in the path
2 1 2 1 Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)
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S22
2       ndp - number of communication domains in the path
2 1  Path - physical medium of every communication domain in the path
59      Lreq - Length of the request DLL PDU (characters)
59      Lresp - Length of the response DLL PDU (characters)

S23
4       ndp - number of communication domains in the path
2 1 2 1 Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

S24
2       ndp - number of communication domains in the path
2 1  Path - physical medium of every communication domain in the path
6       Lreq - Length of the request DLL PDU (characters)
255     Lresp - Length of the response DLL PDU (characters)

Number of Token PDU (including all possible paths and including the MobM)
4       ntokens

Token 1
4       ndp - number of communication domains in the path
1 2 1 2 Path - Path of the token until next master

Token 2
2       ndp - number of communication domains in the path
1 2  Path - Path of the token until next master

Token 3
4       ndp - number of communication domains in the path
2 1 2 1 Path - Path of the token until next master

Token 4
2       ndp - number of communication domains in the path
2 1  Path - Path of the token until next master

Is there Mobility support?
1       Mobility (0 - MobM Absent, 1 - MobM Present)

Is the Mobility Master (MobM) exclusively dedicated to mobility
management?
0       MobM_exclusive (0 - MobM normal master, 1 - MobM dedicated master)

Parameters for the mobility management
3       nch - number of radio channel sets
10      Lbt - Length of the Beacon Trigger (BT) PDU (in chars)
25      tbgap - time interval between beacons (in us)
100     tsw - switching delay, from one radio channel to another (in us)
100     Cbeacon - duration of the beacon (us)

Number of SIS/SLIS
3       nSIS

Path of the Beacon Trigger (BT) PDU for SWLD1
2       ndp - number of communication domains in the path
1 2     Path - Path of the BT PDU between MobM and SWLD
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Path of the Beacon Trigger (BT) PDU for SWLD2
4       ndp - number of communication domains in the path
1 2 1 2 Path - Path of the BT PDU between MobM and SWLD

Path of the Beacon Trigger (BT) PDU for SWLD3
4       ndp - number of communication domains in the path
1 2 1 2 Path - Path of the BT PDU between MobM and SWLD
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Acronyms and Symbols

This annex presents a description of acronyms and symbols that are used
throughout this Thesis. Additionally, a reference to the section where the
acronym/symbol is defined is also provided.

G.1. List of Acronyms

Table G.1: List of Acronyms

Acronym Description Section
10GEA 10 Gigabit Ethernet Alliance 2.2.3

AL Application Layer 3.2.1
ARC Ad-hoc Radio Cell 4.2.2

AWLD Ad-hoc Wireless (Communication) Domain 4.2.2
BER Bit Error Rate 2.2.4
BT Beacon Trigger (PDU) 4.5.2

CENELEC European Committee for Electrotechnical Standardisation 2.2.2
CH Radio Channel 4.2.2

CHS Radio Channel Set 4.2.2
COTS Commercial Off-The-Shelf 2.2.5
CSRD Cyclic Send and Request Data (PROFIBUS) 3.2.2

DA Destination Address (PROFIBUS) 3.2.7
DCCS Distributed Computer-Controlled System 2.1
DECT Digital Enhanced Cordless Telecommunications 2.2.4
DLL Data Link Layer (OSI model) 3.1

DLL PDU Data Link Layer Protocol Data Unit 4.1
ED End Delimiter (PROFIBUS) 3.2.7
ES End System 4.2.1
FC Frame Control (PROFIBUS) 3.2.7

FCS Frame Check Sequence (PROFIBUS) 3.2.7
HIPERLAN High Performance Radio Local Area Network 2.2.4

HSA Highest Station Address (PROFIBUS) 3.2.6
HSE High Speed Ethernet (Foundation Fieldbus) 2.2.3

I Initiator 5.7.1
IAONA Industrial Automation Networking Alliance 2.2.3

IEA Industrial Ethernet Association 2.2.3
IS Intermediate System 4.2.1

LAN Local Area Network 2.1
LAS List of Active Stations (PROFIBUS) 3.2.6
LE LEngth field (PROFIBUS) 3.2.7
LEr LEngth field Repeated (PROFIBUS) 3.2.7

LGAP GAP List (PROFIBUS) 3.2.6
LIS Linking Intermediate System 4.2.3
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Acronym Description Section
MAC Medium Access Control 1.1
MAP Manufacturing Automation Protocol 2.2.1
MLIS Mobile Linking Intermediate System 4.2.3
MMS Manufacturing Message Specification 2.2.1
MobM Mobility Master 4.5.2
MWRD Mobile Wired (Communication) Domain 4.2.2

NS Next Station (PROFIBUS) 3.2.4
OOA Object-Oriented Analysis A.1
PDU Protocol Data Unit 4.1
PhL Physical Layer (OSI model) 3.1

PhL PDU Physical Layer Protocol Data Unit 4.1
PS Previous Station address (PROFIBUS) 3.2.6
R Responder 5.7.1

RC Radio Cell 4.2.2
SA Source Address (PROFIBUS) 3.2.7
SD Start Delimiter (PROFIBUS) 3.2.7

SDA Send Data with Acknowledge (PROFIBUS) 3.2.2
SDN Send Data with No acknowledge (PROFIBUS) 3.2.2
SIS Structuring Intermediate System 4.2.3

SLIS Structuring and Linking Intermediate System 4.2.3
SRC Structured Radio Cell 4.2.2
SRD Send and Request Data (PROFIBUS) 3.2.2

SWLD Structured Wireless (Communication) Domain 4.2.2
TS This Station address (PROFIBUS) 3.2.4

UMTS Universal Mobile Telecommunication System 2.2.4
WLAN Wireless Local Area Network 2.1
WLD Wireless (Communication) Domain 4.2.2
WLES Wireless End System 4.2.1
WPAN Personal Local Area Network 2.1
WRD Wired (Communication) Domain 4.2.2
WRES Wired End System 4.2.1

G.2. List of Symbols

Table G.2: List of Symbols

Symbol Description Section
Γi→j

a The time elapsed from the beginning of transmission of the acknowledged
request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the
request PDU of transaction l (req(l)) may start to be transmitted in Dj.

6.3

γi→j
a The time elapsed from the beginning of transmission of the acknowledged

request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the
response PDU of transaction l-1 (resp(l-1)) may start to be transmitted in Dj.

6.3

∆i→j
a Time elapsed from the beginning of transmission of the token PDU in Di,

until the moment when the request PDU of transaction l (req(l)) may start to
be transmitted in Dj.

6.4

Φi→j
a Time elapsed from the beginning of transmission of the unacknowledged

request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the
request PDU of transaction l (req(l)) may start to be transmitted in Dj.

6.6

Γi→j
b The time elapsed from the beginning of transmission of the acknowledged

request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the IS
is able to start transmitting the request PDU of transaction l (req(l)) in Dj.

6.3
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Symbol Description Section
γi→j

b The time elapsed from the beginning of transmission of the acknowledged
request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the IS
is able to start transmitting the response PDU of transaction l-1 (resp(l-1)) in
Dj.

6.3

∆i→j
b Time elapsed from the beginning of transmission of the token PDU in Di,

until the moment when the IS can start transmitting the request PDU of
transaction l (req(l)) in Dj.

6.4

Φi→j
b Time elapsed from the beginning of transmission of the unacknowledged

request PDU of transaction l-1 (req(l-1)) in Di, until the moment when the IS
is able to start transmitting the request PDU of transaction l (req(l)) in Dj.

6.6

Γi
a Adaptation of Γi→j

a  to encompass more than one IS between initiator and
responder.

7.3.4

Φi
a Adaptation of Φi→j

a to encompass more than one IS between initiator and
responder.

7.3.5

∆i
a Adaptation of ∆i→j

a to encompass more than one IS between initiator and
responder.

8.4.2

Γi
b Adaptation of Γi→j

b  to encompass more than one IS between initiator and
responder.

7.3.4

Φi
b Adaptation of Φi→j

b to encompass more than one IS between initiator and
responder.

7.3.5

∆i
b Adaptation of ∆i→j

b to encompass more than one IS between initiator and
responder.

8.4.2

C1
BT Duration of the BT PDU in Communication Domain 1 (location of the

MobM)
8.4.2

Cack Duration of an acknowledged (request/response) transaction 7.4.1
Cbeacon Duration of the beacon (in the network) 5.5.2

Ci Duration of a PhL PDU in domain Di 5.3.3
Ci

req(l) Duration of the request PDU of transaction l in Di 5.3.3
Ci

req(l-2) Duration of the request PDU of transaction (l-2) in Di 5.3.3
Ci

resp(l-2) Duration of the response PDU of transaction (l-2) in Di 5.3.3
Cj

req(l) Duration of the request PDU of transaction l in Dj 5.3.3
Cj

req(l-2) Duration of the request PDU of transaction (l-2) in Dj 5.3.3
Cj

resp(l-2) Duration of the response PDU of transaction (l-2) in Dj 5.3.3
Cndp

BT Duration of the BT PDU in Communication Domain ndp (SWLD being
considered)

8.4.2

Cunk Duration of an unacknowledged transaction 7.4.2
D Set of Communication Domains in the network 5.2.1
d Number of bits per char 5.3.3

D_TYPE Communication Domain’s type; D_TYPE ∈ WRD, MWRD, AWLD,
SWLD

5.2.2

Di (Communication) Domain i; Di ∈ D 5.2.2
ES Set of End-Systems in the network 5.2.1

ES(Di) Function that returns the set of all ESs attached to Di 5.2.2
ES_ROLE End System’s role; ES_ROLE ∈ MASTER, SLAVE, MobM 5.2.3
ES_TYPE End System’s type; ES_TYPE ∈ WRES, WLES, MWLES 5.2.3

ESj End System j; ESj ∈ ES 5.2.3
G Gap Update Factor is a constant that must be set in every master ES; TGUD is

reset to a multiple of the Target Rotation Time (TGUD = G × TTR) after a
complete GAP check, which may last several token rotations

3.2.6

HSA Highest Station Address (PROFIBUS) 3.2.6
INITIATOR ES that is the initiator of the transaction

INITIATOR ∈  ES1,…, ESne
5.5.1

IS Set of Intermediate Systems in the network 5.2.1
IS(Di) Function that returns the set of all ISs attached to Di 5.2.2

IS_TYPE Intermediate System’s type;
IS_TYPE ∈ SIS, LIS, MLIS, SLIS

5.4.1
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Symbol Description Section
ISk Intermediate System k; ISk ∈ IS 5.4.1
kl Overhead per char for the PhL protocol of physical medium  l 5.3.1
L Length of the DLL PDU 5.3.3

LBT Length of the Beacon Trigger (BT) PDU (in the network) 5.5.2
ll

H Overhead of the head per PhL PDU in physical medium  l 5.3.1
ll

T Overhead of the tail per PhL PDU in physical medium  l 5.3.1
Lmax

req Maximum length of a DLL request PDU (in the network) 5.5.2
Lmax

resp Maximum length of a DLL response PDU (in the network) 5.5.2
Lmin

req Minimum length of a DLL request PDU (in the network) 5.5.2
Lmin

resp Maximum length of a DLL response PDU (in the network) 5.5.2
Lreq Length of the DLL request PDU 5.5.1

Lreq(l) Length of the DLL request (acknowledged or unacknowledged) or token PDU
for transaction l

6.3

Lreq(l-1) Length of the DLL request PDU for transaction (l-1) 6.3
Lresp Length of the DLL response PDU 5.5.1

Lresp(l-1) Length of the DLL response PDU for transaction (l-1) 6.3
Ltoken Length of the token PDU (in the network) 5.5.2

M Set of Physical Media in the network 5.2.1
MaxSum_tsr Maximum time elapsed since the token was received until either a request or

token PDU is detected, by the original token transmitter
7.5.3

mk Set of the two physical media ISk interconnects;
mk = Ml1 , Ml2 

5.4.1

Ml Physical medium l; Ml ∈ M 5.2.2
nb(SWLD) Number of beacons that a particular SLIS (or SIS) must transmit

nch Number of radio channel sets in use (in the network) 5.5.2
nd Number of Communication Domains in the network. 5.2.1

ndp Number of Communication Domains in the path (between the initiator and
the responder of a transaction).

7.3.4

ne Number of End Systems in the network 5.2.1
ni Number of Intermediate Systems in the network 5.2.1
nm Number of Physical Media in the network 5.2.1
Nn (Communication) Network n; 5.5.2
ns Number of Message Streams in the network 5.2.1
NS Next Station address (PROFIBUS) 3.2.6
ol offset defining the total number of bits  until knowing the length of the data

field, in physical medium  l
5.3.2

path Ordered set of Communication Domains between the initiator and the
responder of a transaction.

7.3.4

PS Previous Station address (PROFIBUS) 3.2.6
q Queuing delay affecting a PDU in an Intermediate System 5.7.1
Q Worst-case total queuing delay affecting a request PDU, from initiator to

responder. Q must be set to the maximum between the worst-case total
queuing delays imposed in case the precedent transactions are acknowledged
(QΓ) or unacknowledged (QΦ), respectively

7.2

QΓ Worst-case total queuing delay considering that the precedent transaction is
acknowledged.

7.3.4

QΦ Worst-case total queuing delay considering that the precedent transaction is
unacknowledged.

7.3.5

Q∆ Worst-case total queuing delay considering that the precedent PDU is a token. 8.4.2
qi

Γ Queuing delay introduced from Communication Domain i to Communication
Domain (i+1), considering that the precedent transaction is acknowledged

7.3.4

qi
Φ Queuing delay introduced from Communication Domain i to Communication

Domain (i+1), considering that the precedent transaction is unacknowledged
7.3.5

qi
∆ Queuing delay introduced from Communication Domain i to Communication

Domain (i+1) considering that the precedent PDU is a token
8.4.2

RESPONDER ES that is the responder of the transaction
RESPONDER ∈  ES1,…, ESne

5.5.1
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Symbol Description Section
rl Bit rate in physical medium  l 5.3.1
Ss Message Stream s 5.5.1

Sum_tsrBT Total latency of the BT PDU along the path from the MobM until a certain
SWLD

8.4.2

Sum_tsrLtoken Time for relaying the token PDU from the domain of the transmitter to the
domain of the responder

7.5.3

t’bp(SWLD) Preliminary (maximum) duration of the beacon period, for a SWLD
t’mob Preliminary value for the mobility management duration 8.4

t1→n
stn System turnaround time of a transaction (l) between an initiator in D1 and a

responder in Dn, assuming no queuing delay.
7.2

tbgap The beacon gap is the time interval between beacons (in the network) 5.5.2
tbp(SWLD) beacon period duration for a SWLD

tbt Worst-case latency of the beacon trigger (BT) PDU 8.4.1
tbtn Latency of the BT PDU from the Communication Domain of the MobM to

the SWLD being considered, without considering queuing delays
8.4.2

tbtn(SWLD) Worst-case latency of the beacon trigger (BT) PDU, assuming no queuing
delays

tcurr
ass The time spent in the assessment of the radio channel currently being used by

a mobile ES/LIS
8.4.3

TGUD Gap Update Time is a time set in each master ES for updating the GAP List
(PROFIBUS)

3.2.6

tho Worst-case duration of the handoff procedure 8.4.1
ti→j

ID∆1+ Additional idle time that would have to be inserted by a master ES in Di, if
the previous PDU was always a token PDU, considering the other domain as
Dj.

6.4

ti→j
ID1Γ+ Additional idle time that would have to be inserted by a master ES in Di, if

the previous PDU was always a response PDU, considering the other domain
as Dj.

6.3

ti→j
ID1+ The maximum between ti→j

ID1∆+  and ti→j
ID1Γ+ 6.5

ti→j
ID2+ Additional idle time that would have to be inserted by a master ES in Di, if

the previous PDU was always an unacknowledged request PDU, considering
the other domain as Dj.

6.6

ti→j
ng The no gaps instant is the earliest instant to start relaying the PhL PDU from

Di to Dj in a way that guarantees that the transmission in Dj is continuous.
5.4.3

ti→j
sr The start relaying instant is the earliest time instant for an IS to start relaying

a specific PhL PDU from Di to Dj, counted since the beginning of the PhL
PDU in Di.

5.4.3

ti→j
srreq(l-2) Start relaying instant of the request PDU of transaction (l-2) from Di to Dj 6.2

ti→j
srresp(l-1) Start relaying instant of the response PDU of transaction (l-1) from Di to Dj 6.2
TID1 Idle time inserted by a master ES after an acknowledgement, response or

token PDU (PROFIBUS).
3.2.9

TID1m Minimum value for TID1 6.2
TID2 Idle time inserted by a master ES after an acknowledged request PDU

(PROFIBUS).
3.2.9

TID2m Minimum value for TID2 6.2
TIDm Minimum inactivity (IDle) time introduced by the ESs/ISs between any two

consecutive PhL PDUs (in the network)
5.5.2

ti
dr The data ready instant is the instant at which a predefined amount of DLL

data has been received from Di (ready to be relayed), counted since the
beginning of the PhL PDU in Di.

5.4.3

ti
ID1Γ+ The maximum of ti→j

ID1Γ+, considering all possible j. 6.3
ti

ID1∆+ The maximum of ti→j
ID1∆+ , considering all possible j. 6.4

ti
ID1+ The maximum of ti→j

ID1+, considering all possible j. 6.5
Ti

ID1+ Additional idle time that must be inserted after receiving a response or token
PDU, for a master ES in Di

6.5

Ti
ID2+ Additional idle time that must be inserted after transmitting an

unacknowledged request PDU, for a master ES in Di
6.7
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Symbol Description Section
ti

ID2+ The maximum of ti→j
ID2+, considering all possible j. 6.6

ti
lk The length known instant is the instant at which the length of the DLL PDU

in Di is known, counted since the beginning of the PhL PDU in Di.
5.4.3

tj→i
srresp(l) Start relaying instant of the response PDU of transaction l from Dj to Di 6.2

tj→j+1
srBT Start relaying instant of the BT PDU, from Communication Domain j to

Communication Domain j+1
8.4.2

Tk
IDm Minimum idle (inactivity) time introduced by ISk between any two

consecutive PhL PDUs.
5.4.1

tk
rd Internal relaying delay of ISk 5.4.1

tmax
ass Maximum duration for the assessment of a Radio Channel 8.4.3

tmax
rt Maximum responder’s turnaround time (in the network) 5.5.2

tmin
rt Minimum responder’s turnaround time (in the network) 5.5.2

tmob(SWLD) Worst-case mobility management duration due to a SWLD
trd Internal relaying delay of the ISs (in the network) 5.5.2

TRR Real Rotation Time is the time between two consecutive token receptions 3.2.5
trt The responder’s turnaround time is the time elapsed since a Responder ends

receiving a request PDU, until it starts transmitting the correspondent
response PDU.

3.2.9

TS This Station address (PROFIBUS) 3.2.6
TSDI Station Delay of the Initiator (PROFIBUS) 3.2.9
TSDR Station Delay of a Responder (PROFIBUS) 3.2.9
TSL The Slot Time is a parameter set in every master ES that defines a timeout for

listening for activity in the bus, after having transmitted an acknowledged
request or token PDU. TSL is set to the maximum between TSL1 and TSL2.

3.2.10

TSL1 Maximum time the initiator waits for the complete reception of the first frame
character of the acknowledgement/response frame, after transmitting the last
bit of the request frame

3.2.10

TSL2 Maximum time the initiator waits after having transmitted the last bit of the
token PDU until it detects the first bit of a PDU (either a request or the token)
transmitted by the ES that received the token

3.2.10

TSM Safety margin (PROFIBUS) 3.2.9
tst The system turnaround time for a message transaction is the time elapsed

since an Initiator ends transmitting a request PDU until it starts receiving the
correspondent response PDU.

5.7.1

tst System turnaround time of a transaction (l) between an initiator in D1 and a
responder in Dn, assuming no queuing delay.

7.2

tst_token System turnaround time after transmitting the token PDU 7.5.3
tsw Switching delay between radio channels (in the network) 5.5.2

TSYN Synchronisation period of (at least) 33 idle bit periods (PROFIBUS PhL v1) 3.2.7
TTD Transmission Delay (PROFIBUS) is the propagation delay in the bus. 3.2.10
TTH Token Holding time (PROFIBUS) is the period during which a master station

(holding the token) is allowed to perform message cycles
3.2.5

TTR Target Rotation Time is the expected time for a token cycle 3.2.5


