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Abstract: 
A number of characteristics are boosting the eagerness of extending Ethernet to also cover 
factoryfloor distributed real-time applications. Full-duplex links, non-blocking and priority-
based switching, bandwidth availability, just to mention a few, are characteristics upon which 
that eagerness is building up. But, will Ethernet technologies really manage to replace 
traditional Fieldbus networks? To this question, Fieldbus fundamentalists often argue that the 
two technologies are not comparable. In fact, Ethernet technology, by itself, does not include 
features above the lower layers of the OSI communication model. Where are the higher 
layers that permit building real industrial applications? And, taking for free that they are 
available, what is the impact of those protocols, mechanisms and application models on the 
overall performance of Ethernet-based distributed factory-floor applications? In this paper we 
provide some contributions that may pave the way towards providing some reasonable 
answers to these issues. 
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Abstract 

 
A number of characteristics are boosting the 

eagerness of extending Ethernet to also cover factory-
floor distributed real-time applications. Full-duplex links, 
non-blocking and priority-based switching, bandwidth 
availability, just to mention a few, are characteristics 
upon which that eagerness is building up. But, will 
Ethernet technologies really manage to replace 
traditional Fieldbus networks? To this question, Fieldbus 
fundamentalists often argue that the two technologies are 
not comparable. In fact, Ethernet technology, by itself, 
does not include features above the lower layers of the 
OSI communication model. Where are the higher layers 
that permit building real industrial applications? And, 
taking for free that they are available, what is the impact 
of those protocols, mechanisms and application models 
on the overall performance of Ethernet-based distributed 
factory-floor applications? In this paper we provide some 
contributions that may pave the way towards providing 
some reasonable answers to these issues.  

1. Introduction1 
Arguments against the use of Ethernet in industrial 

environments have almost disappeared. “Familiarity”, “high 
availability” (subsequently, low cost), improved timeliness 
and dependability are driving this phenomenon. But still, 
there are obstacles to overcome [1]. Indeed, recent research 
efforts [2, 3] on Ethernet technologies have been focusing on 
timeliness, trying to find solutions to issues such as bounded 
response time evaluation, optimal scheduling policies, 
switching topologies or clock synchronisation. However, 
they essentially consider the timing characteristics at the Data 
Link Layer, and it is still to come, to our best knowledge, an 
overall approach embracing a fully defined protocol stack.  

Ethernet/IP [4], where IP stands for “Industrial Protocol”, 
is eventually just only one example of a commercial-off-the-
shelf (COTS) technology offering a full set of protocols and 

                                                           
1This work was partially funded by Rockwell Automation under 
research contract INDEPTH and by FCT under CIDER Project 
(POSI/1999/CHS/33139). 

mechanisms enabling the development of distributed time-
critical applications for the factory-floor environment. 
Ethernet/IP uses an Application protocol − the Control and 
Information Protocol (CIP), layered on top of a standard 
TCP/IP protocol stack, where the physical and data link 
layers can be commodity Ethernet technologies. 

In this paper, we contribute a first approach to the worst-
case end-to-end latency evaluation of distributed real-time 
systems based on Ethernet/IP. 

2. Basics of Ethernet/IP-like Networks 
In this section, we will describe the main characteristics of 

Ethernet/IP ensembles. We denote those as Ethernet/IP-like 
technologies, to stress the fact that some of the architectural 
details and implementations are open to alternative options 
from technology providers. 

In CIP-based networks, the majority of the messaging 
performed is done through connections. CIP connections 
define the packets that will be produced on the network, and 
these can be of two types: Explicit Messaging or Implicit 
Messaging. Implicit messaging is the messaging used for 
time critical I/O data, and therefore will receive the focus of 
our attention, specially the Cyclic Implicit CIP type of 
connections. A device produces cyclic messages on a 
predetermined rate basis, defined by the Requested Packet 
Interval (RPI) parameter. Underlying these transactions is a 
producer/distributor/consumer model, also usually found in 
other factory communication networks [5]. In Ethernet/IP 
networks the distribution is supported upon multicast 
UDP/IP that, in turn, is mapped onto Ethernet multicast.  

Ethernet/IP-like networks are constituted by three 
structuring types of nodes: Remote I/Os, Controllers and 
interconnecting Switches. These nodes communicate with 
each other via Ethernet. Diverse modules can compose the 
Remote I/O and Controller nodes. These modules 
communicate among them via a device-specific backplane 
(Figure 1). Typically, a Controller is composed of a number 
of I/O modules (labelled in the figure as I or O), several 
controller modules (C) and one or more Ethernet Adapters 
(EA). A Remote I/O node has no Controller modules.  

Assuming the simple network scenario given in Figure 1, 
let us take a closer look to the type of end-to-end transactions 



we are addressing. A typical transaction starts at the input 
module of the Remote I/O ( ), where a message with the 
actual input data will be generated (produced), at a rate 
defined by the RPI parameter for that particular connection. 
This message will suffer contention delay at the node device 
backplane ( ), and then arrive at the EA, where it is 
processed and sent via the communication interface ( ) to 
the Ethernet switch, that forwards the message to the 
corresponding output port(s) ( ). The message will arrive to 
the Controller EA ( ), where is worked and dispatched to 
the Controller module via the node backplane ( ). At the 
controller (consumer of the data associated to the 
transaction), the input data will be processed by a task, that 
generates the related output data ( ). The generated output 
data corresponds to another transaction, in this case produced 
by the controller and consumed at the Remote I/O node. 
With another RPI associated, this message will then follow 
the inverse path ( , , ), until it reaching the EA of the 
Remote I/O ( ). It is then processed and delivered to the 
output module that will, in result, energise the corresponding 
output(s) ( ). 
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Figure 1. Ethernet/IP-like networks basic nodes 
and an end-to-end transaction example 

3. Brief Discussion of the Approach 
There is a trend towards approaching the problem of 

engineering distributed real-time systems with alternatives to 
the usual framework dominated by the notion of absolute 
temporal guarantees. One of the main arguments is that 
distributed systems tend to be more flexible and adaptive in 
their nature. In this direction, a great amount of research (e.g. 
[6]) is being performed towards including, into the traditional 
analytical models for computing worst-case response time, 
some stochastic representation of the events. Clearly, this 
may be useful if the application can cope with occasional 
deadline misses, within some quantifiable limits. This could 
potentially be a reasonable framework for some particular 
Ethernet/IP-based distributed applications. 

Also, it is known that, for many large-scale distributed 
systems, analytical-based worst-case formulations tend to be 
overwhelmed with simplifications that often lead to 
pessimistic assumptions, and therefore to very pessimistic 
worst-case results. Of course, a number of techniques exist 
that can be used and adapted to reduce this pessimism level. 
However the benefit may appear at the cost of adding rather 
complex abstractions which, unfortunately, may lead to 

intractable mathematical models, making it further difficult to 
handle and reason the analytical abstractions. 

After this short discussion, it is important to stress that the 
de-coupling of the diverse latency components brought by 
the producer/distributor/consumer model underlying 
Ethernet/IP corroborates tackling the problem in a guaranteed 
worst-case fashion. We are, however, aware that other 
sources of concern can nevertheless emerge from the “non-
synchronism” between distribution rates and actual 
reading/actuation of the controlled-environment variables. 
These concerns are not tackled in this paper.  

4. An Overall Formulation 
Considering the type of transactions described in the 

previous section, one can formulate the end-to-end latency as 
follows: 
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In brief, the delay associated to an end-to-end transaction 
results from the delay components associated to two 
independent transactions (∑ term), added to the worst-case 
controller task response time (Rτi) and the input filter (fdi). 

In equation (1) Limsn→sw denotes the worst-case time that a 
message m takes to arrive from a source node sn to a switch 
sw. In the case m = input, sn is considered to be the node that 
contains the input module related to the overall transaction i. 
In the case m = output, then sn is considered to be the node 
that includes the controller responsible for processing the 
output related to overall transaction i. Thus: 
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where TiRPIinput denotes the time span corresponding to the 
periodicity defined for the message m connection (input RPI) 
related to overall transaction i, Qbm

sn denotes the worst-case 
delay caused by access contention in node sn backplane, and 
Qeam

sn denotes the worst-case delay for message dispatching 
at the Ethernet adapter of node sn. 

Similarly, Limsw→dn corresponds to the worst-case delay a 
message m may experience from the switch sw to the 
destination node dn. In the case m = input, dn is considered to 
be the node that contains the controller module related to the 
overall transaction i. In the case m = output, dn is considered 
to be the node that includes the output module related to 
overall transaction i. Therefore, it follows that: 
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where TiRPIinput denotes the time span corresponding to the 
periodicity defined for the message m connection (input RPI) 
related to overall transaction i. 



In (1), Limsw denotes the worst-case relaying delay a 
message may experience at Ethernet switch sw. This latency 
includes the time taken by the switch to relay message m to 
the corresponding output port, and the queuing delay the 
message may suffer at the output port. This latency will be 
reasoned out later on in a separate sub-section. 

Finally, and before going through further details, a few 
words on the computation of Rτi. Typical Ethernet/IP 
controller modules support fixed priority scheduling. 
Therefore, it is possible to obtain the worst-case response-
time for the task associated to overall transaction i (Rτi) by 
applying well-known response time analysis. 

4.1 Latency Introduced by the EA (Qeam) 
For the sake of simplicity, a rough characterisation is 

adopted for analysing the latency introduced by the Ethernet 
Adapters (EA). We assume that messages are handled in an 
on-demand fashion: as soon as a packet fully arrives at the 
network interface, a “packet arrived” interrupt is raised on the 
host processor. The interrupt handler releases a task which 
copies the data from the network buffer, performs the 
necessary delivery operations to a task that, in turn, will 
encapsulate the data and transmit it to the remote Ethernet 
address. Some delay components (Figure 2) are considered, 
such as the delivery delay of the message ( ), the generation 
delay of the encapsulated message ( ), the possible queuing 
to deliver it to the Ethernet network interface ( ), and, 
finally, a transmission and a propagation delay ( ). We will 
denote the worst-case aggregating all these latencies as Dea; 
that is, the worst-case processing delay for any message 
being processed at the particular Ethernet adapter of node ea. 
Note that ea will correspond to sn or dn, depending on the 
formulations under consideration (equations (2) or (3)).  
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Figure 2. Controller: Message delay components 

Therefore, a simple worst-case formulation of the delay 
introduced by the EA considers that a particular message m 
will be processed only after all possible contending messages 
(ncm

ea) are processed: 
{ }dnsneaDncQea eaea

m
ea
m ,   with , ∈×=  (4) 

4.2 Latency Introduced by the Backplane (Qbm) 
Figure 2 also illustrates other components contributing to 

the overall worst-case latencies. The generation delay 
introduced by the task processing the related output object to 
execute and generate the packet ( ) (this corresponds to Rτi). 

The access delay, when sending the message to the 
backplane of the Controller ( ) (Qbm) and the propagation 
delay in the backplane ( ). We neglect this latter, and will 
now reason about the second one. 

We assume the backplane to have a medium access 
control schema based on a Time Division Multiple Access 
(TDMA) protocol and on each TDMA cycle all modules 
may transmit only one message. The TDMA slot has a fixed 
duration larger than the time needed to transmit the largest 
message transferred in the node’s backplane. Therefore, 
assuming that ts is the duration of a backplane TDMA slot, in 
one Ethernet/IP node the TDMA cycle time duration is a 
function of ts and the number of modules (nmnod) associated 
to it. Let Vnod = ts × nmnod be the TDMA cycle time duration 
of Ethernet/IP node nod.  

Messages generated in one module contending for 
backplane access are assumed to be scheduled according to a 
non pre-emptive rate monotonic policy (priorities based on 
the periodicities of the connections – the RPIs). The 
traditional worst-case response time analysis can easily be 
adapted to encompass the worst-case message access delay to 
device backplanes (Qbm) as follows. The worst-case queuing 
time that a message m can experience to access the backplane 
(Qbm) is given by the sum of the interference caused by 
higher priority messages (Im) and the message transmission 
(Cm) (we consider negligible the propagation delay in the 
backplane): Qbm = Im + Cm. Using the before mentioned 
analogy, the worst-case interference time a message can 
suffer to be transmitted to the backplane is: 
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with Bm as the blocking time that a message may experience 
due to the arrival of a lower priority message an instant ahead 
of message m. This is the maximum time taken to transfer a 
lower priority message (Bm = Vnod). Vnod is always the 
interference resulting when a message is scheduled ahead. In 
(5), hp(m) denotes the set of messages with higher priority 
than m, and Tj the respective periodicity. Trivially, Im can be 
found with a recurrence relationship. 

4.3 Latency Introduced by the Switch (Lisw) 
Most modern Ethernet switches support full duplex 

operation, allowing simultaneous two-way transmission over 
point-to-point links. Since switches provide a separate 
collision domain for each port, using full-duplex 
communication, collisions are avoided. Furthermore, recent 
switches typically announce wire-speed and non-blocking 
operation, support message prioritization (IEEE 802.1p) and 
allow logically separated networks (IEEE 802.1q). In a 
preliminary analysis we will contemplate a switch that 
implements priorities, based on classification of the Ethernet 



frames. We will disregard traffic isolation and consider that, 
under a controlled load the switch will introduce constant 
switching delay. If traffic is sent to an output port at a higher 
rate than its capacity, packets must be queued. The following 
formulation may give the worst-case queuing time in a 
switch: 

∑
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where, cp(m) is the set of messages from connections going 
out through the same switch port as message m. Csm is the 
time to transmit a message m, including the inter-frame delay. 
Ism will be the sum of the maximum blocking time a 
message may experience, including the blocking by 
messages of equal priority, and the interference from higher 
priority messages: 
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This formulation considers a first-come-first-served 
policy between messages of equal priority, to account with 
the possible aggregation of priorities due to the reduced 
number of priorities supported in standard implementations. 
In (7), neq(m) is the number of messages with priority equal 
to m, and Dsl includes the latency introduced by the switch to 
classify and relay the frame to an output port. More 
sophisticated formulations have been tackled previously, 
which could be considered into this analysis [2, 3]. The 
formulations used here are for the sake of simplicity. 

5. Numerical example 
For the purpose of instantiating the formulation presented, 

a scenario with eight end-to-end transactions in a 100Mbps 
Ethernet network was setup (Figure 3).  
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Figure 3. Example scenario 

The Controller module has two tasks processing their 
input data. Task τ1, (Rτ1=Rτ2=2ms) processes input data 
from connections 1,2,3,4,5, while τ2 is processing the input 
data from connections 6,7,8. Table 1 includes some 
parameters necessary for the calculations. The worst-case 
latencies resulting from this scenario are given in Table 2. 

Table 1. Assumptions for device parameters 
Parameter Dea Dsl Inter-frame delay ts 
Value (ms) 0.20 0.011 9.6E-04 0.05 

Table 2. Transactions response time results 
Input Output  

Tr Period 
(ms) Lisn→sw

(ms) 
Lisw 
(ms) 

Lisw→en 
(ms) 

Lisn→sw 
(ms) 

Lisw 
(ms) 

Lisw→en 
(ms) 

Ri 
(ms) 

1 5 6.3 0.05 3.3 8.3 0.04 1.15 21.14 
2 7 8.4 0.06 3.4 10.4 0.05 1.3 25.61 
3 10 11.5 0.07 3.5 13.5 0.06 1.45 32.08 
4 25 26.15 0.08 3.6 28.6 0.07 1.15 61.65 
5 30 31.3 0.09 3.7 33.7 0.08 1.3 72.17 
6 45 46.3 0.11 3.8 48.8 0.08 1.15 104.24 
7 75 76.4 0.12 3.9 78.9 0.09 1.3 164.71 
8 150 151.5 0.13 4 154 0.10 1.45 315.18 

6. Ongoing Work 
In this paper we provide an effort to formulate an 

analytical solution enabling to find end-to-end response times 
in Ethernet/IP based distributed systems. To our best 
knowledge, this is an innovative work, and is part of a larger 
framework being carried out within our research group, that 
is looking at devising discrete event simulation models for 
Ethernet/IP networks [7]. The purpose is two folded. On one 
hand, discrete event simulation can be a powerful tool to the 
actual timeliness evaluation of the overall system. On the 
other hand, it can provide results enabling less pessimistic 
assumptions (e.g. on precedence or offsets of events) for the 
analytical response time, of which this paper is a first 
approach.  
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