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Abstract 

Previous workshops have discussed a proposal to augment Ada with fine-grained parallelism, based on the notion 
of tasklets, a lightweight parallel entity. Recent works have shown the convergence of this model with the OpenMP 
tasking model and have proposed their coexistence. In this paper we provide a status of the existent works, and 
describe how these models could be combined. 
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Abstract 

Previous workshops have discussed a proposal to augment Ada with fine-grained parallelism, based on the notion 

of tasklets, a lightweight parallel entity. Recent works have shown the convergence of this model with the OpenMP 

tasking model and have proposed their coexistence. In this paper we provide a status of the existent works, and 

describe how these models could be combined. 

1 The Tasklet Model 

The existent proposal to extend Ada with a fine-grained parallelism model is based on the notion of tasklets [1], 

lightweight computation units, which would allow the specification of potential parallelism, not fully controlled by 

the programmer, but under the control of the compiler and the runtime. In that regard, the tasklet model follows the 

same principle of other parallel tasking models used in the general purpose and high-perfomance domains, in which 

the programmer uses special syntax to indicate where parallelism opportunities occur in the code, whilst the compil-

er and runtime co-operate to provide parallel execution, when possible.  

In the tasklet model, each Ada task is a graph of multiple tasklets using a fully-strict fork-join model [2] (Figure 1). 

Tasklets can be spawned by other tasklets (fork), and need to synchronize with the spawning tasklet (join). Tasklets 

as defined are orthogonal to Ada tasks and execute within the semantic context of the task from which they have 

been spawned, whilst inheriting the properties of the task such as identification, priority and deadline. The concept is 

that the model allows a complete graph of potential parallel execution to be extracted during the compilation phase.  

Together with the Global aspects proposed in [3], it is thus possible to manage the mapping of tasklets and data 

allocation, as well as prevent unprotected parallel access to shared variables. Although not a topic addressed in [3], 

the work considers that issues such as data allocation and contention for hardware resources are key challenges for 

parallel systems, and therefore compilers and tools must have more information on the dependencies between the 

parallel computations, as well as data, to be able to generate more efficient programs.    



 

 

 

Figure 1. Task DAG example [4] 

The tasklet execution model (Figure 2) is based on the notion of abstract executors [4], which carry the actual execu-

tion of Ada tasks in the platform, under different progress guarantees that the compiler and runtime need to provide 

to the parallel execution. The model also specifies that calls by different tasklets of the same task into the same pro-

tected object are treated as different calls resulting in distinct protected actions, enabling to synchronize tasklets with 

protected operations [4].  

 

Figure 2. Execution model [4] 

The tasklet model is being currently considered for standardization, with a set of Ada Issues (AI) being discussed 

within the Ada Rapporteur Group (ARG). The tasklet model itself, as well as the Ada constructs for parallel execu-

tion, are specified in AI12-0119-1 [5]. A relevant difference to the model proposed in [4] is that tasklets are not 

allowed to perform potentially blocking operations. 
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2 Combining the OpenMP Tasking Model and the Tasklet Model 

Recently, a work has analysed [6] the similarities of the tasklet model with the OpenMP Tasking model [7]. In this 

work, the term task in OpenMP is not related to Ada tasks but to tasklets, as OpenMP tasks are lightweight parts of 

the code that can be executed in parallel by worker threads,. The tasking model appears in OpenMP 3.0 from the 

need of efficiently and easily implementing certain types of parallelism: unbounded loops, recursion, unstructured 

parallelism, etc, which clearly complement the structured parallelism approach of the tasklet model. 

The OpenMP tasking model follows the same principle of the tasklet model, where the compiler and the runtime 

system are the ones responsible for generating and executing the OpenMP tasks, based on specific OpenMP con-

straints (e.g. control-flow or data-flow dependencies) and thread availability. As shown in [8], the forms of parallel-

ism defined by OpenMP  are compatible with those proposed for Ada tasklets. Furthermore, the relaxed fork-join 

model defined in OpenMP, in front of the strict model defined for Ada tasklets, allows for a more flexible execution, 

as spawn and distribution operations are not done at the same point of the execution (Figure 3). That is, in Ada, the 

same parallel statement, i.e., parallel do and parallel loop, is in charge of spawning and distributing the 

computation among the executors (Figure 2a). OpenMP, instead, defines the parallel construct to spawn work, 

and several constructs (e.g., for, task, taskloop) to distribute this work to threads (Figure 2b shows how 

two parallel loops can run in parallel with each other).  

 

 

(a) (b) 

Figure 3. Tasklet and OpenMP forms of parallelism [8] 

Interestingly, the work in [8] allowed verifying that the execution model and the memory model of both OpenMP 

and Ada tasklets are compatible, hence enabling the OpenMP runtime to be used to implement the Ada tasklet mod-

el, as well as to introduce additional functionalities, in particular for unstructured fine-grained parallelism (with fine-

grained synchronization mechanisms such as task dependences) and heterogeneity (with the target construct for 

offloading synchronous and asynchronous tasks). Furthermore, [8] proves that the use of OpenMP functionalities 

not provided in the tasklet model allow enhancing the performance possibilities of non-embarrassingly parallel ap-

plications. 
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More recently this work has been extended [9] to show that compiler techniques can identify race conditions that 

can potentially appear in Ada programs parallelized with both OpenMP and/or Ada tasks. Moreover, this works can 

be used for checking the correctness of the OpenMP directives regarding dependence clauses and data-sharing at-

tributes. Overall, this work enables to ensure safety in the presence of parallel computation. 

To sum up, it has been proven that it is possible to provide Ada with two separate, but compatible, models: 

- The tasklet model, to be used for homogenous regular parallelism, and that is included in the language 

core, as a key mechanism for parallelism. 

- OpenMP, as an external model to the language, which can be used both as a runtime to support the 

tasklet model, as well as a complementary parallel programming model, providing more complex and 

flexible parallelism, and the support for heterogeneity. 

For the latter, the integration of OpenMP and Ada would not be done in the Ada standard, but preferably as an addi-

tional language in the OpenMP specification.  

Nevertheless, the integration of the Ada runtime with the OpenMP library requires understanding and controlling the 

interaction between Ada tasks and OpenMP threads, which raises several challenges [5]: 

- Scheduling decisions. For instance, when an Ada task executing parallel code within the OpenMP 

runtime is preempted, the parallel computation should be also preempted, but OpenMP threads do not 

have the concept of priority (this concept is attributed to the tasks, in OpenMP). A mechanism needs to 

be provided that allows for communication between the two worlds. 

- Protected objects access. An Ada tasklet, being executed by the OpenMP runtime, can access Protected 

Objects (POs), which requires the OpenMP library to be aware of the use of POs.  

- Access to task attributes. Calls to Ada Task attributes need to use the context of the Ada Task, but can 

be made from within OpenMP threads.  

Another aspect analyzed in [8] is the possibility of blocking and preempting Ada tasklets and hence OpenMP tasks. 

That work shows how OpenMP enables to mimic the use of blocking operations within tasklets by means of intro-

ducing task scheduling points (moments at which a thread can stop executing a specific task and start executing a 

different one). Nevertheless, the current proposal for the Ada standard [5] does not allow the use of blocking opera-

tions within parallel blocks (thus disabling preemption), so this is no longer an issue. 

It is worth mentioning that there are ongoing discussions within the OpenMP community regarding the use of 

OpenMP in safety critical environments [10], and in particular the tasking model, which could be a good application 

domain for this integration. 
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